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This thesis aims to provide insights into two challenging problems in the field of molecular electronics: Understanding the role of the electronic and the mechanical properties of electrodes in determining the charge transport dynamics of molecular devices and achieving the optical control of charge transport through single-molecule junctions by exploiting the optical properties of electrodes.

We start by investigating the impact of electrode band structure on the charge transport characteristics of molecular devices. To this end, we conduct two independent, yet highly related studies. In the first study, we demonstrate how the metallic band structure dictates the molecular orbital coupling at metal-molecule interfaces by studying charge transport through pyridine-based single-molecule junctions with Au and Ag electrodes using a newly developed scanning tunneling microscope-based spectroscopy technique and performing density functional theory calculations. We find that pyridine derivatives couple well to Au electrodes compared with Ag electrodes. The density functional theory calculations show that the increase in the molecular orbital coupling to Au compared with Ag is due to an enhanced density of d-states near the Fermi level resulting from relativistic effects.

Second, we study the interfacial charge transport properties of molecular devices with
metal, semimetal and semiconductor electrodes using X-ray photoemission based spectroscopy techniques. In particular, we probe the hot electron dynamics of 4,4′-bipyrdine on Au (metal), epitaxial graphene (semimetal) and graphene nanoribbon (semiconductor) surfaces. We find that charge transfer from the molecule to the substrate is fastest on the metal surface and slowest on the semiconductor surface. We attribute this trend to a reduced electronic interaction between the molecule and the surface as a results of a decrease in the density of electronic states near the Fermi level as the metallic character of the substrate is reduced. Furthermore, we provide evidence for fast phase decoherence of hot electrons via an interaction with the substrate in these systems.

Third, we shed light onto the origin of flicker noise in single-molecule junctions, tunnel junctions and gold point-contacts at room temperature. We find that the switching of gold atoms between metastable sites in the electrodes due to the thermal energy leads to conductance fluctuations in these systems. We further demonstrate how the flicker noise characteristics of single-molecule junctions can be used to infer the nature of the electronic interaction at metal-molecule interfaces. Specifically, we find that flicker noise exhibits a power dependence on junction conductance that can distinguish between through-space and through-bond charge transport. This work demonstrates how the mechanical properties of electrodes affect charge transport through single-molecule junctions and how noise can be used to understand the electronic properties of metal-molecule interfaces.

Lastly, we explore the possibility of driving currents through single-molecule junctions using electromagnetic radiation. To this end, we perform photocurrent measurements on single-molecule junctions, tunnel junctions and gold point-contacts obtained using the scanning tunneling microscope-based break-junction technique. We find that the primary source of photocurrents in these systems is the laser induced local heating and the subsequent thermal expansion when probed using a lock-in type technique in which the light
intensity is being modulated. We further develop an experimental method that differentiates between the photocurrents due to thermal expansion and the optical currents in single-molecule junctions, and provide evidence for optical currents due to electron-photon interaction during charge transport through single-molecule junctions. By using this method we estimate the plasmonic electric field enhancement factor in single-molecule junctions formed by 4,4'-bipyridine. Our estimate is in very good agreement with values inferred from tip enhanced Raman spectroscopy measurements and field emission measurements.

We believe that the results presented in this thesis provide original insights into the fundamentals of the physics that govern charge transport across metal-molecule interfaces. Furthermore, the new experimental techniques introduced in this thesis offer new ways for investigating the rich physics present in nanoscale systems.
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Chapter 1

Introduction

In 2015, IBM announced that they had fabricated the first working chip made of 20 billion transistors with a feature size of 7 nm. Notwithstanding IBM’s marvelous achievement, sooner or later silicon-based technology will not be able to meet the demand for miniaturization and will need to be replaced with a new technology. The idea of using molecules as building blocks for electronic circuits stands out as the most appealing and interesting of all. [1]–[4] This is partly due to the rich physics arising from the interplay between many subtle local phenomena at nanoscale and partly due to the immense possibilities for designing organic components that requires lots of imagination and an equivalent amount of synthetic chemistry knowledge. Clearly, the pursuit of commercial organic electronic devices necessitates a complete understanding of the physical processes and the interactions that govern charge transport in molecular junctions and across interfaces containing organic constituents.

In this thesis, we seek to provide new insights into two fundamental problems in the field of molecular electronics. These are understanding the effect of the mechanical and the electronic properties of electrodes on charge transport through molecular devices, and achieving the optical control of charge transport through single-molecule junctions by
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exploiting the optical properties of electrodes. The remainder of this section provides a brief theoretical background for charge transport through single-molecule junctions as well as light single-molecule interactions, and introduces the experimental techniques employed in this work.

1.1 Theoretical Background

1.1.1 Charge Transport in Single-Molecule Junctions

A single-molecule junction is a molecule connected to two electrodes; the electrodes are typically gold due to its malleability and resistance to oxidation. The central problem in the field of molecular electronics is understanding how charge is transported from one electrode to the other through the molecule.

Charge transport through a single-molecule junction can be understood by a model where an electron incident from one electrode to the molecule has an energy dependent probability for tunneling across (see Figure 1.1A). The strong energy dependence of the tunneling probability is a consequence of discrete molecular orbitals that hybridize with the electrode bands. In fact, it is the hybridization that allows for charge transport through a single-molecule junction. Equally important in determining the charge transport properties of a single-molecule junction is the alignment of the molecular orbitals relative to the Fermi level of the system. The level alignment is determined by the molecule’s internal electronic structure, the band structure of the electrodes and the interplay between local phenomena including surface dipole formation, static and dynamic charge screening by the electrodes, charge donation to the molecule, the Coulomb blockade effects, the Kondo effect, and the Stark effect.
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Figure 1.1: Schematic representation of the transmission model. (A) Zero-bias, equilibrium system. (B) System driven out of equilibrium with an external bias voltage.

In this transmission model, externally biasing a single-molecule junction results in a net current due to the difference between the electrode chemical potentials as shown in Figure 1.1B. The DC current through the junction is given by [6], [25], [26]

\[
I(V) = \frac{2e}{\hbar} \int_{-\infty}^{\infty} [f(E + eV/2) - f(E - eV/2)]T(E)dE \tag{1.1}
\]

where \(f(E)\) denotes the Fermi-Dirac distribution function, \(T(E)\) is the energy dependent transmission function, \(V\) is the bias voltage.

Therefore, in this picture, understanding the charge transport characteristics funda-
mentally boils down to understanding how the electronic, optical and mechanical properties of single-molecule junctions impact the transmission function.

1.1.2 Effect of Light on Transport Through Single-Molecule Junctions

When light is incident onto a single-molecule junction, there are two separate effects that could alter the junction conductance. The first effect is optically induced transitions in the electrodes. This leads to the electronic heating as well as the creation of a hot electron population above the Fermi level. [27] Incorporating this effect into the transmission model is straightforward and involves replacing the equilibrium Fermi-Dirac distribution functions with the non-equilibrium ones in Eq. 1.1. However, due to the fast relaxation of hot electrons in metals, it is not possible to create a substantial steady state hot electron population without heating the lattice significantly. [27]–[32]

The second effect of the incident electromagnetic radiation is the creation of a photovoltage between the electrodes which oscillates at the radiation frequency. [33] The presence of this AC voltage between the electrodes opens up the possibility for electrons to absorb or emit photons during transport. [33] This effect is very similar to the first one with a minor but crucial difference: In the second case, the hot electron is transported before interacting with the electron and the phonon bath. Therefore, the second mechanism does not suffer from the fast relaxation of hot electrons in metals.

In the presence of an optical AC voltage across the junction, the junction current under an external bias voltage is given by [34], [35]

\[
I(V) = \frac{2e}{\hbar} \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} J_n \left( \frac{eV_{opt}}{\hbar\omega} \right) \left[ f(E + eV/2) - f(E - eV/2) \right] T(E + n\hbar\omega) dE \tag{1.2}
\]
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where \( V_{\text{opt}} \) is the optical voltage that builds across the junction due to the electromagnetic radiation, \( J_n \) denotes the \( n^{\text{th}} \) order Bessel function of the first kind which gives the transition amplitude for emitting and absorbing \( n \) photons during transport, \( \omega \) is the light frequency, \( f(E) \) denotes the Fermi-Dirac distribution function, \( T(E) \) is the energy dependent transmission function and \( V \) is the external bias voltage.

![Figure 1.2: Transmission through a single-molecule junction under electromagnetic radiation](image)

Eq. 1.2 implies that an electron that undergoes an optical transition is transported through the junction with an effective probability determined by its final energy. Figure 1.2 is the schematic representation of the case where an electron is transported with unity probability upon absorbing a photon. Therefore, in principle, the conductance of a single-molecule junction can be enhanced by matching the photon energy with a molecular orbital energy. Thus, the question that we aim to address is whether the photovoltage generation in single-molecule junctions formed using the scanning tunneling microscope-based break-junction (STM-BJ) technique is large enough to result in a significant or a measurable photocurrent.
CHAPTER 1. INTRODUCTION

1.2 Experimental Techniques

1.2.1 Scanning Tunneling Microscope-Based Break-Junction Technique

The STM-BJ technique is a very powerful and versatile tool for investigating the transport properties of single-molecule junctions. [36]–[41] Using this technique, single-molecule junctions can be formed rapidly, allowing us to probe a large number of single-molecule junctions to draw statistically significant conclusions. [42] Furthermore, an STM-BJ setup can be readily modified to perform thermoelectricity, spin transport or Raman spectroscopy measurements. [38], [43]–[45]

Figure 1.3: Formation of a single-molecule junction using the STM-BJ technique. (A) A gold point-contact. (B) A single atom gold point-contact. (C) A single-molecule junction. (D) A broken single-molecule junction.

The STM-BJ technique involves moving a metal tip in and out of contact with a metal substrate while measuring the current through the junction under an external bias voltage
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(see Figure 1.3). [36], [37] As the tip is retracted from the substrate, the metal junction thins out and the conductance of the junction drops in steps of $2e^2/h \ (G_o)$. The discrete decrease in conductance is due to the quantization of conductance in a one-dimensional mesoscopic conductor. [46]–[48] The thinning out continues until a point-contact forms. Upon further elongation, the junction ruptures and opens up a sub-nanometer gap. In the presence of a molecular solution, a molecule could bridge the gap and form a molecular junction. In order to probe the charge transport properties of a single-molecule junction, a stable junction needs to be maintained. To achieve this, the junction elongation procedure is paused at a position where a stable single-molecule junction is expected to form (see Figure 1.4 for a representative single-molecule junction trace).

![Figure 1.4: A sample single-molecule junction trace formed by 4,4’-di(methylthio)stilbene and Au electrodes. The elongation procedure is paused for 160 ms after elongating the junction for 2.2 nm.](image)

In all STM-BJ-based studies in this thesis, we perform spectroscopy on stable single-
molecule junctions. The spectroscopy may involve shining light onto the junction to measure photocurrents through it, applying an AC voltage across the junction to probe its transport parameters or measuring the junction current to probe the noise characteristics.

1.2.2 X-Ray Photoemission-Based Spectroscopy Techniques

In this thesis, we use three X-ray photoemission-based photoemission techniques to probe charge transport across hybrid interfaces containing organic constituents: X-ray photoemission spectroscopy (XPS), near-edge X-ray absorbance fine structure (NEXAFS) spectroscopy and resonant photoemission spectroscopy (RPES). The primary advantage of using X-ray-based techniques for studying charge transport across interfaces is that using these techniques, we can probe the electronic structure as well as the hot electron dynamics of the interface. [49]–[52]

1.2.2.1 X-Ray Photoemission Spectroscopy

X-ray photoemission spectroscopy (XPS) is a surface science technique based on the photoelectric effect. [50], [53]–[55] In XPS, the surface of interest is illuminated with a monochromatic synchrotron X-ray beam and the kinetic energy of electrons emitted from the surface is measured using an electron analyzer (see Figure 1.5). The measured kinetic energy of the emitted electrons is then converted to the electron binding energy by subtracting the photon energy and the sample work function. XPS is a surface sensitive technique, because electrons emitted below the surface lose their energy rapidly due to inelastic scattering events inside the material and cannot reach the electron analyzer. [54]

In this thesis, XPS is used to determine the chemical composition of the surface and quantify the local electrostatic screening effects. [56]
1.2.2.2 Near-Edge X-Ray Absorbance Fine Structure

In near-edge X-ray absorbance fine structure (NEXAFS), instead of directly emitting an electron from an occupied orbital, an internal transition is induced in the system; this involves exciting a core-level electron to an unoccupied energy level (see Figure 1.5). This excited state decays via emission of electrons or photons. By measuring the number of emitted electrons as a function of the photon energy, one can obtain the internal absorption spectrum of the system across a particular excitation edge. [57], [58] This spectrum corresponds to a set of internal transition probabilities from a core-level as a function of the photon energy, and thus maps the unoccupied molecular orbitals relative to the core-level.

The transition probability from an occupied orbital to an unoccupied orbital can be obtained from the Fermi’s golden rule [51]

$$P_{if} = \frac{2\pi}{\hbar} |<f|V|i>|^2 \sigma_f(E)$$  \hspace{1cm} (1.3)
Here, $|i >$ and $|f >$ are the initial and final states of the transition, $\sigma_f(E)$ is the density of final states and $V$ is the time dependent perturbation induced by a plane electromagnetic wave.

When the X-ray wavelength is much larger than the core electron shell diameter, the electric dipole approximation is valid and the transitions are subject to the dipole transition rules. [51] Therefore, the optical transition probabilities have a strong dependence on the light polarization. [51] This strong polarization dependence can be used to determine the molecular orientation on a surface. [59]

In Figure 1.6, the nitrogen K-edge NEXAFS spectrum for 4,4'-bipyridine on an Au(111) surface is shown with s-polarized and p-polarized light. We see that in s-polarization, the N1s to LUMO* transition (399 eV) is strongly suppressed. We know that the LUMO of 4,4'-bipyridine has $\pi$ character with its nodal plane coinciding with the molecular aromatic ring. [60] Thus, this transition is forbidden with light polarized in the plane of the aromatic ring ($s-pol$) which implies that the molecules lay approximately flat on the surface.
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Figure 1.6: Nitrogen K-edge NEXAFS spectrum for 4,4'-bipyridine with s-polarized and p-polarized light

1.2.2.3 Resonant Photoemission Spectroscopy

Resonant photoemission spectroscopy (RPES) is central to probing the hot electron dynamics of interfaces. This technique allows us to measure the interfacial charge transfer time with femtosecond accuracy. [61]–[68] This is achieved by inducing internal transitions in the system at different photon energies, similar to NEXAFS, and measuring the kinetic energy distribution of the emitted electrons due to the relaxation of the excited system, similar to XPS. Therefore, in an RPES measurement, a two dimensional map of electron yield as a function of the photon energy and the electron kinetic energy is obtained.

After a core-electron is excited to an unoccupied molecular orbital or to the free electron continuum via an optical transition which leaves a core-hole in the molecule, the system decays by filling the core-hole and emitting a photon or an electron. There are two primary decays channels in an isolated molecular system that involves the emission
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of an electron (see Figure 1.7). The first process is the filling of the core-hole and the subsequent emission of an electron, leaving the LUMO empty; this decay process is called participator decay. The second decay process results in the filling of the core-hole and the subsequent electron emission, leaving the system with two holes and an additional electron in the LUMO; this decay process is called spectator decay.

A third possibility arises when the molecule is electronically coupled to the substrate. In this case, if the electronic coupling is strong enough, the excited electron can escape to the substrate before filing the the core-hole. This leads to the suppression of the participator and the spectator decays. Therefore, by comparing the participator intensities in the isolated system and the coupled system, the charge transfer time across the interface can be obtained using the core-hole clock implementation of the RPES technique. [52]
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Figure 1.7: Schematic representation of RPES

1.3 Outline

The remainder of this thesis focuses on understanding how the mechanical, electronic and optical properties of electrodes come into play in determining the charge transport characteristics of molecular devices and is comprised of five chapters as follows:

In Chapter 2, we investigate the importance of the electrode band structure on
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the charge transport properties of single-molecule junctions. In particular, we probe how the conductance of three pyridine-based single-molecule junctions is altered when Au electrodes are replaced with Ag electrodes. Using a newly developed spectroscopy technique, we show that pyridine-based junctions couple strongly to Au compared with Ag due to an enhanced density of d-states near the Fermi level dictated by relativistic effects.

In Chapter 3, we present our study of charge transport across metal/organic, semimetal/organic and semiconductor/organic interfaces. We focus on 4,4′-bipyridine (organic) on Au (metal), on epitaxial graphene (semimetal), and on graphene nanoribbon (semiconductor) surfaces. Our main finding is that interfacial charge transfer becomes slow as the metallic character of the substrate is reduced; this is likely due to a decrease in the density of electronic states near the Fermi level, leading to a reduction in the electronic interaction between the molecule and the substrate. Finally, we provide evidence for fast hot electron phase decoherence via an interaction with the substrate in these systems.

In Chapter 4, we present our study of flicker noise in single-molecule junctions. In this work, we first reveal the mechanism behind flicker noise in single-molecule junctions, tunnel junctions and gold point-contacts at room temperature. Next we describe how flicker noise can be used to distinguish between through-space and through-bond charge transfer at metal-molecule interfaces. This work demonstrates how the mechanical properties of electrodes effect the conductance of single-molecule junctions and how noise can be used to infer the nature of the electronic interaction at metal-molecule interfaces.

In Chapter 5, we investigate the possibility of driving currents through single-molecule junctions using electromagnetic radiation. We first demonstrate that in lock-in type measurements in which the intensity of the electromagnetic radiation is being modu-
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lated, local heating and the subsequent thermal expansion lead to spurious photocurrents. Next, we develop an experimental technique that distinguishes between the photocurrents resulting from laser induced local heating and the optical currents resulting from the changes in the electron transport dynamics of the junction. Using this technique, we first provide evidence for optical currents due to photon absorption of electrons during tunneling through 4,4’-bipyridine junctions. We further estimate the plasmonic electric field enhancement factor in these junctions to be around 20; this is in good agreement with the values obtained from tip enhanced Raman spectroscopy and field emission measurements.

We end this thesis with a summary and a brief outlook in Chapter 6.
Chapter 2

Effect of Metallic Band Structure on Charge Transport Through Single-Molecule Junctions

2.1 Preface

This chapter is based on the manuscript entitled *Impact of Electrode Band Structure and Relativistic Effects on Transport through Pyridine-Linked Single-Molecule Junctions* by Olgun Adak, Richard Korytar, Andrew Y. Joe, Ferdinand Evers, and Latha Venkataraman published in Nano Letters. [69]. The experimental work was done by Olgun Adak and Andrew Y. Joe. Theoretical work was conducted by Richard Korytar and Ferdinand Evers at Karlsruhe Institute for Technology, Karlsruhe, Germany.
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2.2 Abstract

We study the impact of electrode band structure on transport through single-molecule junctions by measuring the conductance of pyridine-based molecules using Ag and Au electrodes. Our experiments are carried out using the scanning tunneling microscope-based break-junction technique and are supported by density functional theory-based calculations. We find from both experiments and calculations that the coupling of the dominant transport orbital to the metal is stronger for Au-based junctions when compared with Ag-based junctions. We attribute this difference to relativistic effects, which result in an enhanced density of d-states at the Fermi energy for Au compared with Ag. We further show that the alignment of the conducting orbital relative to the Fermi level does not follow the work function difference between two metals and is different for conjugated and saturated systems. We thus demonstrate that the details of the molecular level alignment and electronic coupling in metal-organic interfaces do not follow simple rules, but are rather the consequence of subtle local interactions.

2.3 Introduction

Understanding the interplay between different phenomena that govern charge transport at metal-molecule interfaces is fundamentally important for creating functional organic electronic devices. \[5\], \[70\], \[71\] The charge transport properties of metal point-contacts and metal/molecule interfaces are dictated by the band structure of the metal \[13\]–\[17\], \[46\], \[72\], \[73\] and the electronic structure of the molecule, \[8\]–\[12\] along with many local effects arising from their interaction such as hybridization, dynamic and static charge screening, surface dipole formation. \[18\]–\[21\] Here, we study charge transport through pyridine-terminated systems with conjugated and saturated backbones. Specifically we compare
the experimental and theoretical charge transport properties of 4,4’-vinylene-dipyridine (1), 4,4’-bipyridine (2), and 4,4’-ethylenedipyridine (3) with Au and Ag electrodes to investigate how the band structure of the metal mediates charge transport in single-molecule junctions. We find that the conductance of the conjugated molecules; 1 and 2, is greatly reduced when bound to Ag electrodes compared to Au electrodes; while conductance of 3, which has a saturated bridge, is not changed significantly. To understand the origin of these trends, we probe the energy level alignment of the conducting molecular orbital and its coupling strength to the electrodes in these systems through a combination of experiment and density functional theory (DFT) calculations. We find that all systems exhibit significantly enhanced molecular orbital coupling to Au compared to Ag due to an enhanced density of d-states of Au around and above the Fermi energy. In the conjugated systems, we show that the level alignment is similar for both metals; for the saturated system, however, the lowest unoccupied molecular orbital (LUMO), which mediates the charge transfer, is significantly closer to the Fermi level with Ag electrodes. For the conjugated systems, this results in a smaller conductance for the Ag junctions; while for the saturated system, the measured conductance values are similar because the reduction in the molecular orbital coupling strength is compensated by the change in the alignment of the LUMO relative to the metal Fermi level.
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Figure 2.1: (A) Schematic of molecular junctions formed using the STM-BJ technique. (B-D) Logarithmically binned conductance histograms for measurements of Ag and Au junctions formed with molecules 1, 2 and 3, respectively. Inset shows molecular structures. Note that histograms with Ag metal show additional features around 1 - 10 $G_0$ due to the formation of junctions with oxygen incorporated in parallel or series. [74]
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2.4 Experimental Technique

In this work, single-molecule junctions are created using the scanning tunneling microscope-based break-junction technique (STM-BJ), where a Au/Ag tip is repeatedly moved in and out of contact with a Au/Ag substrate in a molecular solution (see Figure 2.1 for schematic and Figure 2.6A for details). \[36\] A metal point-contact is first formed and once this is broken, a molecule could bridge the gap between the broken electrodes to form a single-molecule junction. Thousands of conductance versus displacement traces are obtained from these repeated measurements and compiled into logarithmically binned one-dimensional histograms \[9\] without data selection for each system (see Figure 2.1B-D). We observe a clear peak in the conductance histogram, which is a signature of single-molecule junction formation (see Figure 2.7 for two-dimensional conductance-displacement histograms). All molecules show a double-peak conductance signature with Au electrodes, as has been previously demonstrated for pyridine-terminated molecules. \[75\] The lower peak is attributed to a vertical junction geometry, while the higher peak is due to a tilted junction geometry, which enhances the coupling to the electrodes. \[76\] The absence of such a double-peak with silver electrodes indicates that there is likely no distinct transition from tilted to vertical geometry during elongation which could be due to the reduced molecule-electrode van der Waals interaction for silver. \[77,\] \[78\] For 1 and 2, we find that Au junctions have a higher conductance than Ag junctions, as shown in Figure 2.1B, C, while 3 shows the same conductance with both metals (Figure 2.1D).
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Figure 2.2: (A) A representative conductance and displacement trace plotted against time for the modified break-junction technique. An AC voltage is applied between 80 and 200 ms as indicated by the shaded gray region. (B) Inset: Current measured for the trace shown in (A). The magnitude of the DC current when the AC voltage is applied is around $10^{-7}$ A. Main Panel: Frequency domain representation of the current measured while the AC voltage is applied. The first and second harmonic peaks at 22 kHz and 44 kHz with magnitude around $10^{-8}$ A and $10^{-9}$ A are clearly visible in the frequency domain. These values are used to determine the level alignment and the molecular orbital coupling as detailed in the text.

Charge transport through a molecule bonded to metal electrodes involves a coherent transmission of electrons/holes from one lead to the other through the molecular orbital that dominates transport. Often, the transmission probability can be described using a Lorentzian form with only two parameters: the alignment of the molecular orbital relative to the metal Fermi level ($E_{level}$) and the broadening of this orbital due to hybridization.
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with the metal electrode (Γ). [79], [80]

\[ T(E) = \frac{\Gamma^2/4}{(E - E_{\text{level}})^2 + \Gamma^2/4} \tag{2.1} \]

Depending on \( E_{\text{level}} \) and Γ, the current-voltage characteristics could be highly non-linear; [81], [82] in such cases, they can be used to determine the junction transport parameters. [83] Here, we demonstrate a new and general experimental method that employs AC techniques to determine the transport parameters. Unlike measurements of conductance and thermopower that allow one to obtain junction transport parameters, our method is applicable not only in the STM-BJ technique but also for molecular junctions formed using the mechanically controlled, [73], [84] and electromigrated break-junction method. [85], [86] We apply an AC voltage in addition to a DC voltage across the molecular junction and measure the current over a bandwidth larger than twice the AC voltage frequency. We use a modified break-junction technique for these measurements where instead of pulling the tip continuously away from the substrate, the tip is held at fixed displacement after the junction is pulled apart as illustrated in Figure 2.2A. The current through the junction is then measured using a 50 kHz bandwidth while a 150 mV AC voltage is applied at 22 kHz in addition to a 1 V DC voltage. The currents at the first and second harmonic frequencies are obtained by looking at the frequency domain representation of the measured current using the discrete Fourier transform (Figure 2.2B). By using these, we obtain \( E_{\text{level}} \) and Γ following the procedure detailed in Section 2.7.

2.5 Results and Discussion

We first determine \( E_{\text{level}} \) and Γ in molecules 1 and 2 with Au electrodes. These systems have been well studied experimentally and shown to have transmission functions that
are well approximated by a single-Lorentzian form allowing us to benchmark the AC measurement technique. [22], [75], [76], [87] For these systems, we do not see any evidence that the low conducting vertical geometry junctions sustain the entire fixed displacement section. This is not surprising since these low-conducting junctions form at the apex of the electrodes, and there is no room for mechanical and thermal perturbations. We therefore focus our analysis on junctions in the tilted, high-conducting geometry. We find that on average $E_{\text{level}}$ and $\Gamma$ are 1.1 eV and 40 meV for 1, while 1.2 eV and 60 meV for 2 with Au electrodes. These values are in good agreement with previously reported values for these systems measured under zero external bias. [87] This is interesting because in our measurements, these systems are driven out of equilibrium under the high applied DC bias.

There are several effects that would alter the transport characteristics of a single-molecule junction under high bias voltages. First, under an external electric field, the molecular energy levels could be Stark-shifted. [22] Second, the external electric field could polarize the molecule and change the molecular orbital coupling strengths. [88] Third, charging of molecular orbitals due to the external bias voltage could modify the level alignment. [89] Fourth, molecular vibrational modes could get excited due to an increase in the local temperature or due to inelastic scattering of electrons; this would result in sharp features in the dG/dV spectrum. [40], [90] As detailed in Section 2.8.5, control AC measurements performed at different bias voltages show that the effect of bias voltage on the level alignment is small and the transmission characteristics measured at high bias voltages reflect the zero bias transmission. In addition, current-voltage measurements of these systems show that a slight asymmetry in the coupling to the two electrodes does not impact the results presented here (see Section 2.8.7).
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Figure 2.3: Histograms of (A) the energy of the LUMO relative to the metal Fermi level \( E_{LUMO} \) and (B) the molecular orbital coupling \( \Gamma \) for Ag and Au junctions with molecule 1.

Having established that our method yields accurate transport parameters, we next use it to probe \( E_{level} \) and \( \Gamma \) in molecule 1 with Ag electrodes as the transmission in this system is well approximated by a single-Lorentzian as will be shown further below. We find that \( E_{level} \) and \( \Gamma \) are 1.0 eV and 14 meV respectively (see Figure 2.3A, B). For 2 with Ag, we cannot determine \( E_{level} \) and \( \Gamma \) due to a signal-to-noise limitation of our instrument as the current at the second harmonic frequency is at or below the experimental noise floor. This is consistent with the fact that 2 with Ag exhibits even smaller conductance than 1 with Ag. We note that the difference in the LUMO energies relative to the Fermi level between Au and Ag junctions for 1 is quite small (0.1 eV) compared to the work-function difference between the two metals, which is reported as ranging from 0.6 eV to 0.8 eV. [89]

To gain further understanding into charge transfer characteristic of these systems, we turn to DFT calculations of model junctions for all three molecules bound to both Au and Ag electrodes (see Section 2.7 for details). We show in Figure 2.4, the transmission
curves for all three molecules bound in a vertical geometry. Although this geometry is different from the one studied experimentally, the trends in our theoretical results across the two electrode materials are independent of the actual junction geometry as has been shown earlier. [76] On a qualitative level we see that in all cases the conductance is dominated by the LUMO. Moreover, for molecules 1 and 2, the transmissions functions are reasonably well approximated by single-Lorentzians as visible from the fits overlaid, which validates the single-Lorentzian assumption for the experimental method. For molecule 3, the peak shape is more complicated because of the proximity of higher unoccupied molecular orbitals. We see that for all molecules the LUMO level broadening is larger with Au than with Ag. Specifically, the Lorentzian fits comparing Au and Ag transmissions indicate that the broadening is larger by about a factor of two for 1 and 2. This is surprising because the Ag-N and Au-N bonding lengths differ only by 2%, and the total density of states of Ag and Au near the Fermi energy differ by roughly 10%.

![Figure 2.4: Calculated DFT-based transmission curves for Au and Ag junctions formed with (A) 1, (B) 2, and (C) 3. Dashed lines are Lorentzian fits to the data. Inset: Junction structure for each system is shown with Au.](image)

To understand the origin of this difference between Au and Ag electrodes, we look
at the cluster eigenstates with energies close to the transmission resonance, and focus on junctions formed with 1 (Figure 2.5A). We see that on the molecule the eigenstates resemble the LUMO of the gas-phase. For the Au junction, the wave function on the apex atom has angular nodes which are characteristic of Au – $d_{yz}$. In addition, one can see the presence of the Au – $p_y$ orbital because the lobes that point to the molecule are bigger. These orbitals have the right symmetry to couple to the LUMO. In the case of Ag, we also see four lobes reminiscent of an Au – $d_{yz}$ orbital on the apex atom; however, these are rotated, which diminishes the coupling to the LUMO. These eigenstates indicate the importance of the d-states in hybridizing with the LUMO. In the next step, we look at the density of states of the apex orbitals involved in coupling. We focus here on the apex atom as pyridines bind selectively to under-coordinated gold atoms. [76] As shown in Figure 2.5B, we observe that the spectral density of the $d_{yz}$-states is three times larger in Au than in Ag while the $p_y$-states have very similar spectral density at the Fermi level. The enhanced presence of d-states in Au is due to the higher position of the d-band edge, reflecting known relativistic effects. [91], [92] To demonstrate the role of relativity, we perform nonrelativistic DFT calculations for molecule 1. We observe that the relativistic corrections increase the width of the LUMO by 48% with Au, whereas with Ag the width is enhanced only 10% (see Figure 2.12). Therefore, we conclude that Au gives rise to an enhanced level broadening due to the larger contribution of d-states at the Fermi level. We note here that past DFT calculations that have compared the transmission of junctions formed with 2 using Pt and Au electrodes have found a similar increase in coupling with Pt when compared with Au, which was also attributed to an enhanced density of d-states at the Fermi level. [13]
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Figure 2.5: (A) Isosurface plots of scattering state close to the resonance for molecule 1 junctions with Ag (top) and Au (bottom). (B) Density of states for $d_{yz}$ and $p_y$ orbitals in Au and Ag.

We cannot extend our theoretical analysis to compare the level alignment across these molecules, because these are inaccurate due to approximations inherent in the exchange-correlation functionals. Specifically, the DFT-based HOMO and LUMO are artificially close to the Fermi level due to self-interaction and polarization errors.\cite{93,94,95} Therefore, one cannot take the transmission value at $E_F$ as a measure of conductance or shift $E_F$ along the transmission curve to estimate conductances for these systems since this would bring $E_F$ too close to the occupied orbitals. However, both the polarization correction and the self-interaction errors are molecule specific, and thus one would expect these to be largely unaffected by the nature of the electrode material as long as the electrode is a metal. Therefore, we can compare the level alignment for a given molecule with different metal electrodes, while keeping in mind that the absolute level alignment is not correct. Our experimental analysis of molecule 1 has shown that the level positions differ only
by 0.1 eV between Ag and Au and a similar small difference is obtained from the DFT calculations as well. This is much smaller than the work-function difference between Ag and Au. For 3, we see that LUMO is 0.4 eV closer to the Fermi level with Ag compared to Au while the coupling for Ag is smaller than that of Au. Thus, for 3, the reduction in coupling compensates the change in the level alignment explaining the similar measured conductances with Au and Ag electrodes.

2.6 Conclusion

By comparing the experimental and calculation results presented here, we find that the molecule-metal coupling strength is largely controlled by the metal density of states. However, unlike what one would expect for noninteracting systems, the observed relative molecular level alignment between Ag and Au junctions for the three molecules studied here cannot be explained by simply considering the difference in the metal work function. There are several factors that alter the level alignment when a molecule is brought into contact with a metal: Charge screening by the metal brings the molecular orbitals closer to the Fermi level, while charge transfer from/to the molecule and any dipole formed due the metal-molecule bond could alter alignment. Because of these local interactions, level alignment of a molecular system with different metals does not strictly follow the difference in the work functions. Our results further show that even the molecular backbone plays role in how the local interactions dictate the level alignment. We thus demonstrate that pyridine-linked molecules couple poorly to Ag electrodes compared to Au electrodes due to the reduced density of d-states, while the energy level alignment is dictated in part by the molecular backbone. These findings shed light onto the role of the electrode band structure and the local electrostatic effects in determining the charge transport properties of metal-molecule interfaces. A detailed
study of the electrode band structure is therefore equally important as understanding the electronic structure of organic constituents for designing better metal-organic electronic devices.

2.7 Methods

2.7.1 AC Measurement Technique

We apply an AC voltage in addition to a DC voltage across the molecular junction and measure the currents over a bandwidth that goes beyond twice the AC frequency. The currents at the first and the second harmonic frequencies can be analyzed by looking at the Taylor series expansion of the junction current at $V_{DC}$

$$I(t) = \left( I(V_{DC}) + \frac{V_{AC}^2}{4} \frac{d^2I}{dV^2} \bigg|_{V=V_{DC}} + \frac{V_{AC}^4}{64} \frac{d^4I}{dV^4} \bigg|_{V=V_{DC}} \right)$$

$$+ \sin(\omega_{AC}t) \left( \frac{dI}{dV} \bigg|_{V=V_{DC}} V_{AC} + \frac{V_{AC}^3}{8} \frac{d^3I}{dV^3} \bigg|_{V_{AC}} \right)$$

$$- \cos(2\omega_{AC}t) \left( \frac{V_{AC}^2}{4} \frac{d^2I}{dV^2} \bigg|_{V=V_{DC}} + \frac{V_{AC}^4}{48} \frac{d^4I}{dV^4} \bigg|_{V=V_{DC}} \right) + \text{higher harmonics}$$

Here, $I$ is the current through the junction, $V_{DC}$ is DC voltage, $V_{AC}$ is the amplitude of the AC voltage, and $\omega_{AC}$ is the frequency of the AC voltage. The terms in the first parentheses correspond to the DC current, while the terms in the second and third parentheses represent the currents at the first and the second harmonic frequencies respectively. We obtain the analytic expressions for the terms in the second and the third parentheses in terms of $E_{level}$ and $\Gamma$ using the single-Lorentzian model. In this model, assuming that the voltage drop across the junction is symmetric and the coupling to the left and right...
electrodes is the same, the current through the junction can be written as

\[ I(V) = G_0 \frac{e}{\Gamma} \int_{-\infty}^{\infty} dE \frac{\Gamma^2/4}{(E - E_{\text{level}})^2 + \Gamma^2/4} (f(E - eV/2) - f(E + eV/2)) \]  

(2.3)

where \( E_{\text{level}} \) is the energy of the frontier molecular orbital relative to the metal Fermi level, \( \Gamma \) is the molecular orbital coupling strength, \( V \) is the bias voltage, \( G_0 = 2e^2/h \) is the conductance quantum and \( f(E) \) is the Fermi-Dirac distribution.

Since all energy scales are much higher than the average thermal energy (25 meV), we can neglect the finite temperature effects as justified in Section 2.8.4, and can therefore simplify the expression for the junction current to yield

\[ I(V) = \frac{1}{2e} G_0 \Gamma \tan^{-1} \left( \frac{eV - 2E_{\text{level}}}{\Gamma} \right) + \frac{1}{2e} G_0 \Gamma \tan^{-1} \left( \frac{eV + 2E_{\text{level}}}{\Gamma} \right) \]  

(2.4)

By differentiating Eq. 2.4 with respect to the voltage, one can obtain the terms in the Taylor series expansion of the junction current as a function of \( E_{\text{level}} \) and \( \Gamma \) as shown explicitly in Section 2.8.3. With these expressions, we solve a set of two nonlinear equations with two unknowns using the currents at the first and the second harmonic frequencies to get the \( E_{\text{level}} \) and \( \Gamma \) values.

2.7.2 Theoretical Methods

Our first-principles calculations of the electronic transmission are based on a finite cluster approach that uses the PBE generalized gradient-corrected exchange-correlation functional, [100] as implemented in the FHI-AIMS code. [101] The junction contacts are modeled with two Au or Ag pyramids containing 31 atoms each cut from a face-centered lattice (lattice parameter 2.9387 Å for Au and 2.9331 Å for Ag). The junction axis is
along the crystalline (100) direction. The molecules are bound to the apex atoms on each pyramid as shown in Figure 2.4A-C, modeling a vertical geometry, which allows for a direct comparison of the three systems. Furthermore, identical junction structures are used here with different metals to focus on the effect of band structure on transport properties. The positions of H, C, and N atoms were optimized with a variant of the Broyden-Fletcher-Shanno-Goldfarb algorithm [101], until the forces dropped below 0.01 eV/Å. The electron transmission through the junction was calculated with a Green’s function approach applied to the composite electrode-molecule system and a simplified embedding self-energy. [102], [103]

2.8 Supporting Information

2.8.1 Experimental Set-up and Measurement Details

The block diagram of the experimental set-up is shown in Figure 2.6A. A voltage is applied to the junction using a digital to analog converter (NI PXI-4461), while the current through the junction is converted to voltage using a transimpedance amplifier (Femto DLPCA-200) with bandwidth 200 kHz. The voltage output of the transimpedance amplifier is recorded at 100 kHz using A/D inputs on the NI PXI-4461.
Figure 2.6: (A) Block diagram of STM-BJ set-up. (B) Details of the circuit showing all resistances and capacitances.

Figure 2.6B shows the circuit diagram: $C_1$, $C_2$ are the cable capacitances, $C_j$ denotes the junction capacitance. The transimpedance amplifier has a 50 $\Omega$ input impedance. Since any current that passes through $C_1$ does not go through the junction, $C_1$ does not affect the measured current. $C_2$ is in parallel with the transimpedance amplifier. At 50 kHz, the impedance of $C_2$ is $1.3 \times 10^5$ $\Omega$ which is not comparable to 50 $\Omega$ input impedance of the amplifier thus $C_2$ does not affect the measurement. $C_j$ gives rise to capacitive currents. Therefore, the tunneling current is extracted by considering only the component of the measured current that is in-phase with the applied voltage.
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2.8.2 Two-dimensional Conductance versus Displacement Histograms

In Figure 2.7, we show two-dimensional conductance versus displacement histograms for all the molecular systems studied. We observe a clear molecular feature indicative of junction formation and rupture. We note that the molecular feature extends to longer lengths with Ag electrodes when compared to Au electrodes, as has been observed and explained previously. [17]

Figure 2.7: Normalized two-dimensional conductance-displacement histograms for measurements with Au (upper panel) and Ag (lower panel) electrodes using molecules 1, 2 and 3.
2.8.3 Derivation of Model Equations

Taylor expansion of $I(V)$ at $V_o$ is given as

$$ I(V) = I(V_o) + \left. \frac{dI}{dV} \right|_{V=V_o} (V - V_o) + \frac{1}{2} \left. \frac{d^2I}{dV^2} \right|_{V=V_o} (V - V_o)^2 $$

$$ + \frac{1}{6} \left. \frac{d^3I}{dV^3} \right|_{V=V_o} (V - V_o)^3 + \frac{1}{24} \left. \frac{d^4I}{dV^4} \right|_{V=V_o} (V - V_o)^4 $$

$$ + \frac{1}{120} \left. \frac{d^5I}{dV^5} \right|_{V=V_o} (V - V_o)^5 + \frac{1}{720} \left. \frac{d^6I}{dV^6} \right|_{V=V_o} (V - V_o)^6 + ... $$

(2.5)

Using $V = V_{DC} + V_{AC} \sin \omega_{AC} t$ and $V_o = V_{DC}$, we obtain

$$ I(t) = I(V_{DC}) + \left. \frac{dI}{dV} \right|_{V=V_{DC}} V_{AC} \sin \omega_{AC} t + \frac{1}{2} \left. \frac{d^2I}{dV^2} \right|_{V=V_{DC}} (V_{AC} \sin \omega_{AC} t)^2 $$

$$ + \frac{1}{6} \left. \frac{d^3I}{dV^3} \right|_{V=V_{DC}} (V_{AC} \sin \omega_{AC} t)^3 + \frac{1}{24} \left. \frac{d^4I}{dV^4} \right|_{V=V_{DC}} (V_{AC} \sin \omega_{AC} t)^4 $$

$$ + \frac{1}{120} \left. \frac{d^5I}{dV^5} \right|_{V=V_{DC}} (V_{AC} \sin \omega_{AC} t)^5 + \frac{1}{720} \left. \frac{d^6I}{dV^6} \right|_{V=V_{DC}} (V_{AC} \sin \omega_{AC} t)^6 + ... $$

(2.6)

where $V_{DC}$ is the DC voltage, $V_{AC}$ is the AC voltage with angular frequency $\omega_{AC}$. Using
the Fourier series expansion including terms up to the sixth order, we find

\[
I(t) = I(V_{DC}) + \frac{V_{AC}^2}{4} \frac{d^2 I}{dV^2} \bigg|_{V=V_{DC}} + \frac{V_{AC}^4}{64} \frac{d^4 I}{dV^4} \bigg|_{V=V_{DC}} + \frac{V_{AC}^6}{2304} \frac{d^6 I}{dV^6} \bigg|_{V=V_{DC}} \\
+ \sin(\omega_{AC} t) \left( \frac{dI}{dV} \bigg|_{V=V_{DC}} V_{AC} + \frac{V_{AC}^3}{8} \frac{d^3 I}{dV^3} \bigg|_{V_{DC}} + \frac{V_{AC}^5}{192} \frac{d^5 I}{dV^5} \bigg|_{V_{DC}} \right) \\
- \cos(2\omega_{AC} t) \left( \frac{V_{AC}^2}{4} \frac{d^2 I}{dV^2} \bigg|_{V=V_{DC}} + \frac{V_{AC}^4}{48} \frac{d^4 I}{dV^4} \bigg|_{V=V_{DC}} + \frac{V_{AC}^6}{1536} \frac{d^6 I}{dV^6} \bigg|_{V=V_{DC}} \right) \\
- \sin(3\omega_{AC} t) \left( \frac{V_{AC}^3}{24} \frac{d^3 I}{dV^3} \bigg|_{V_{DC}} + \frac{V_{AC}^5}{384} \frac{d^5 I}{dV^5} \bigg|_{V_{DC}} \right) \\
+ \cos(4\omega_{AC} t) \left( \frac{V_{AC}^4}{192} \frac{d^4 I}{dV^4} \bigg|_{V=V_{DC}} + \frac{V_{AC}^6}{3840} \frac{d^6 I}{dV^6} \bigg|_{V_{DC}} \right) \\
+ \sin(5\omega_{AC} t) \frac{V_{AC}^5}{1920} \frac{d^5 I}{dV^5} \bigg|_{V=V_{DC}} \\
- \cos(6\omega_{AC} t) \frac{V_{AC}^6}{23040} \frac{d^6 I}{dV^6} \bigg|_{V=V_{DC}}
\]

(2.7)

When the transmission function takes a Lorentzian form, and when the applied bias voltage drops symmetrically across the junction, the relation between current and voltage in the zero-temperature limit becomes

\[
I(V) = \frac{G_0}{e} \frac{e^{V/2}}{\int_{-eV/2}^{eV/2} \frac{\Gamma^2/4}{(E-E_{level})^2 + \Gamma^2/4} dE} \quad (2.8)
\]

where \(E_{level}\) is the energy of the frontier molecular orbital relative to the metal Fermi level, \(\Gamma\) is the molecular orbital coupling strength, \(V\) is the bias voltage, \(G_0 = 2e^2/h\) is the conductance quantum.

Upon integration, one obtains

\[
I(V) = \frac{1}{2e} G_0 \Gamma \tan^{-1} \left( \frac{eV - 2E_{level}}{\Gamma} \right) + \frac{1}{2e} G_0 \Gamma \tan^{-1} \left( \frac{eV + 2E_{level}}{\Gamma} \right) \quad (2.9)
\]
The first six derivatives of $I(V)$ with respect to $V$ are:

\[
\begin{align*}
\frac{dI}{dV} &= G_0 \frac{1}{2\epsilon} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right) + G_0 \frac{1}{2\epsilon} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right) \\
\frac{d^2I}{dV^2} &= -\frac{2G_0}{\epsilon \Gamma^2} \left( \frac{eV + E_{\text{level}}}{\Gamma^2} \right)^2 - \frac{2G_0}{\epsilon \Gamma^2} \left( \frac{eV - E_{\text{level}}}{\Gamma^2} \right)^2 \\
\frac{d^3I}{dV^3} &= -\frac{G_0}{\epsilon \Gamma^4} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^2 - \frac{G_0}{\epsilon \Gamma^4} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^2 \\
\frac{d^4I}{dV^4} &= -\frac{192G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)^3}{\epsilon \Gamma^6} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^3 - \frac{192G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)^3}{\epsilon \Gamma^6} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^3 \\
\frac{d^5I}{dV^5} &= -\frac{3072G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)^4}{\epsilon \Gamma^8} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^5 - \frac{3072G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)^4}{\epsilon \Gamma^8} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^5 \\
&\quad - \frac{576G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)^2}{\epsilon \Gamma^6} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^4 - \frac{576G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)^2}{\epsilon \Gamma^6} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^4 \\
&\quad + \frac{12G_0}{\epsilon \Gamma^4} \left( \frac{4 \left( \frac{eV}{2} + E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^3 + \frac{12G_0}{\epsilon \Gamma^4} \left( \frac{4 \left( \frac{eV}{2} - E_{\text{level}} \right)^2 + 1}{\Gamma^2} \right)^3
\end{align*}
\]
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\[
\frac{d^6 I}{dV^6} = - \frac{61440 G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)^5}{e \Gamma^{10} \left( \frac{4(\frac{eV}{2} - E_{\text{level}})}{\Gamma^2} + 1 \right)} - \frac{61440 G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)^5}{e \Gamma^{10} \left( \frac{4(\frac{eV}{2} + E_{\text{level}})}{\Gamma^2} + 1 \right)} + \\
\frac{15360 G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)^3}{e \Gamma^8 \left( \frac{4(\frac{eV}{2} - E_{\text{level}})}{\Gamma^2} + 1 \right)} + \frac{15360 G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)^3}{e \Gamma^8 \left( \frac{4(\frac{eV}{2} + E_{\text{level}})}{\Gamma^2} + 1 \right)} - \\
\frac{720 G_0 \left( \frac{eV}{2} - E_{\text{level}} \right)}{e \Gamma^6 \left( \frac{4(\frac{eV}{2} - E_{\text{level}})}{\Gamma^2} + 1 \right)} - \frac{720 G_0 \left( \frac{eV}{2} + E_{\text{level}} \right)}{e \Gamma^6 \left( \frac{4(\frac{eV}{2} + E_{\text{level}})}{\Gamma^2} + 1 \right)}
\]

(2.15)

2.8.4 Finite Temperature Effects

In deriving the model equations, we neglected the finite temperature effects since the voltages used in the experiments are much larger than the average thermal energy at room temperature. The current at 1 V bias voltage differs less than 1% for the investigated systems when the finite temperature effects are included. Specifically, if we consider a junction with a Lorentzian transmission with \( E_{\text{level}} = 1.1 \text{ eV} \) and \( \Gamma = 0.04 \text{ eV} \) (as determined for molecule 1), we get a current of 32.56 nA at 300 K compared to a current of 32.27 nA at 0 K.

2.8.5 Impact of Bias Voltage on Level Alignment and Coupling in Au Junctions

To investigate the effect of bias voltage on transmission characteristics, we determine \( E_{\text{level}} \) and \( \Gamma \) at 0.5 V, 0.75 V and 1.0 V DC for 1 and 2 with Au electrodes. In Figure 2.8, we observe that for both systems, \( \Gamma \)'s are almost identical at all three voltages. This shows that: (a) the molecule is not strongly polarized as this would induce changes in \( \Gamma \); (b) molecular vibrations are not activated as this would lead to an increased \( dG/dV \) resulting in a change in \( \Gamma \) and (c) local heating, if at all present, does not alter the results. We also
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note that there is a slight shift (∼0.1V) in $E_{\text{level}}$ with increasing bias voltage away from the Fermi level. This could stem from a capacitive coupling, i.e. due to the molecule getting charged as the bias is increased, resulting in a small shift of the resonance; a second order Stark effect or small deviations from the single-Lorentzian transmission. Regardless of the underlying reason, this shows that the high bias measurements probe the zero bias transmission characteristics with a slight overestimation in $E_{\text{level}}$. Furthermore, these measurements provide experimental justification for the single-Lorentzian approximation as probing the transmission at different voltages yield almost identical results. We note that the experimental reason for doing all measurements at 1 V is that the nonlinearities in conductance with respect to voltage in Ag junctions are too small to be measured at lower DC bias voltages in 1; while in molecule 2, even at 1 V, we cannot carry out these measurements.
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Figure 2.8: Histograms of $E_{\text{level}}$ and $\Gamma$ for molecule 1 (top) and molecule 2 (bottom) with Au electrodes measured at different bias voltages.

2.8.6 Comparison Between Experimental and Simulated IV’s

To benchmark the experimental technique, we measure IV curves and also carry out the AC measurement for the same set of junctions with 1 and 2 using Au electrodes. This is done by holding a molecular junction, first measuring an IV curve and then applying
an AC and DC voltage to determine $E_{\text{level}}$ and $\Gamma$ for the junction. We use the measured $E_{\text{level}}$ and $\Gamma$ to generate simulated IV curves using Eq. 2.9 above for each junction. In Figure 2.9, we compare the measured and simulated two-dimensional IV histograms. An averaged measured IV curve is overlaid on both measured and simulated two-dimensional IV histograms. We see an excellent agreement between the measured and simulated IV’s in each system, demonstrating the strength of the new experimental technique we use here.
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Figure 2.9: Experimental (left) and simulated (right) IV histograms for molecule 1 (top) and molecule 2 (bottom) with Au electrodes. Fits to the experimental IV’s are overlaid onto the IV histograms for each molecule.
2.8.7 Impact of Asymmetric Coupling on the Experimental Technique

The experimental technique relies on the assumption that the couplings of a single-molecule junction to the electrodes are identical. Although the studied molecules have symmetric structures, they might still exhibit asymmetric couplings due to difference in binding geometries. Therefore, we need to examine the effect of asymmetric coupling on the experimental technique. For this purpose, we measured IV curves for 1 and 2 with Au electrodes. As shown in Figure 2.9, the IV histograms are very symmetric. However, if we look at individual IV’s we see junctions exhibiting some asymmetry which gets averaged out in an IV histogram because the orientation of the molecule relative to the bias polarity is not controlled in our experiments. To overcome this issue, we obtain IV histograms by flipping the polarity of individual IV curves that show higher current at positive voltage. We see that IV histograms obtained by flipping procedure exhibit 30% more current at -1 V compared to 1 V (see Figure 2.10). This implies that the molecular orbital moves with the applied voltage, i.e. the bias voltage drops asymmetrically, resulting in rectification. One way to have asymmetric voltage drop is to have asymmetric couplings however, we point out that voltage induced time-dependent changes in the junction structure would also lead to asymmetric IV curves. In order to have 30% asymmetry in IV, a 6-8% asymmetry in the voltage drop is necessary for the molecular systems under study with the single-Lorentzian transmission with parameters reported in this work. If the entire asymmetry in voltage drop is due to asymmetry in coupling, couplings must differ by 30% according to Zotti, et.al. [83] The implications of these are two-fold: (a) the assumption of a transmission function with single coupling parameter does not hold and (b) the voltage drop is not symmetric. We examine the impact of these two findings separately.
(a) The single-Lorentzian transmission with different couplings is modified to read

\[ T(E) = \frac{\Gamma_L \Gamma_R}{(E - E_{\text{level}})^2 + (\Gamma_L + \Gamma_R)^2/4} \]  

(2.16)

where \( \Gamma = \Gamma_L + \Gamma_R \) following the standard convention.

In our system, \( E - E_{\text{level}} \) is significantly larger than \( (\Gamma_L + \Gamma_R)/2 \) and thus at all biases used in our measurements, we have

\[ T(E) = \frac{\Gamma_L \Gamma_R}{(E - E_{\text{level}})^2} \]  

(2.17)

With this approximate transmission, in the presence of symmetric voltage drop, the experimental method measures twice the geometric mean of \( \Gamma_L \) and \( \Gamma_R \) instead of sum of
two which leads to minor errors in the measured $E_{\text{level}}$ and $\Gamma$.

(b) To investigate the impact of asymmetric voltage drop on the experimental method, we perform Monte Carlo simulations. We sample pairs of $E_{\text{level}}$ and $\Gamma$ from Gaussian distributions with mean values and distribution widths similar to the experimentally observed ones. We generate, for each $E_{\text{level}}$ and $\Gamma$ pair, two pairs of $G$ and $dG/dV$ using the single-Lorentzian transmission and assuming voltage drop with an asymmetry of $+8\%$ and $-8\%$ to account for two possible orientations of the molecule relative to the bias. Next, we apply our analysis method used for the experiments to determine $E_{\text{level}}$ and $\Gamma$ pairs for each true $E_{\text{level}}$ and $\Gamma$ pair using the generated $G$ and $dG/dV$ values. Note that our analysis method explicitly assumes that the voltage drop is symmetric. The results from the simulation are presented in Figure 2.11, where the estimated (red) and true (black) distributions of $E_{\text{level}}$ and $\Gamma$ are shown. We find that there is very little difference between the true distribution of $\Gamma$ and the one obtained by assuming symmetric voltage drop in the presence of an 8% asymmetry. This indicates that asymmetry in the voltage drop required to get a 30% rectification does not lead to a significant error in $\Gamma$. The estimated distribution of $E_{\text{level}}$ is however distinguishably different from the true one. Specifically, we find that estimated distribution is bimodal, while the true distribution is unimodal. However, since this is not what we see in the experiment (see Figure 2.3), we conclude that the actual asymmetry in voltage drop must be quite smaller than the one estimated from the asymmetric IV histograms. The observed asymmetry in the IV histograms is thus likely exaggerated by time-dependent changes in junction structure.
2.8.8 Relativistic and non-Relativistic DFT Calculations

The DFT calculations are done using scalar relativistic corrections to the kinetic energy by pursuing the scaled zeroth order regular approximation. [104] Details of this implementation can be found in the work of Blum, et.al. [101] As shown in Figure 2.12, we find that without relativistic corrections, $\Gamma$ is similar for both Ag and Au junctions for molecule 1. Specifically, we find that $\Gamma_{Ag} = 38$ meV and $\Gamma_{Au} = 52$ meV. With relativistic corrections, $\Gamma_{Ag}$ increases by $\sim 10\%$ to 42 meV while $\Gamma_{Au}$ increases by $\sim 50\%$ to 78 meV. As argued in the main text, this effect is related to the higher admixture of d-states of gold close to the Fermi level.
Figure 2.12: Calculated DFT-based transmission curves with and without relativistic corrections for molecular junctions of 1 formed with (A) Ag and (B) Au electrodes.
Chapter 3

Charge Transport at Hybrid Interfaces

3.1 Preface

This chapter is based on the manuscript entitled Ultrafast Bidirectional Charge Transport and Electron Decoherence At Molecule/Surfaces Interfaces: A Comparison of Gold, Graphene and Graphene Nanoribbon Surfaces by Olgun Adak, Gregor Kladnik, Gregor Bavdek, Albano Cossaro, Alberto Morgante, Dean Cvetko and Latha Venkataraman (submitted for publication). The work was conducted at the ALOISA Beamline at the Elettra Synchrotron in Trieste, Italy.

3.2 Abstract

We investigate bidirectional femtosecond charge transfer dynamics using the core-hole clock implementation of resonant photoemission spectroscopy from 4,4'-bipyridine molecular layers on three different surfaces: Au(111), epitaxial graphene and graphene nanoribbons. We show that the lowest unoccupied molecular orbital (LUMO) of the molecule drops partially below the Fermi level upon core-hole creation in all systems, opening an ad-
ditional decay channel for the core-hole, involving electron donation from substrate to the molecule. Furthermore, using the core-hole clock method, we find that the bidirectional charge transfer time between the substrate and the molecule is fastest on Au(111), with a 2 fs time, then around 4 fs for epitaxial graphene and slowest with graphene nanoribbon surface, taking around 10 fs. Finally, we provide evidence for fast phase decoherence of the core-excited LUMO* electron through an interaction with the substrate providing the first observation of such a fast bidirectional charge transfer across an organic/graphene interface.

3.3 Introduction

Graphene and its derivatives have been subject to extensive research due to their extraordinary electronic, mechanical and optical properties.\[105\]–[114] Molecular electronics has also attracted attention from the physics and chemistry community for providing a fundamental understanding of charge transfer at the nanometer scale.\[70\], \[71\], \[115\], \[116\] Recently, efforts for incorporating carbon-based components into organic electronic devices have been fruitful; for example, researchers have demonstrated that hybrid devices can function as solar cells and light emitting diodes. \[112\], \[117\]–[120] Clearly, the performance and quality of such devices depends strongly on the electronic properties of their hybrid interfaces. Therefore, a complete understanding of charge transfer dynamics at such interfaces is fundamental for designing functional and efficient carbon-based organic electronic devices.

Here, we use a combination of X-ray-based spectroscopy techniques including X-ray photoemission spectroscopy (XPS), near-edge X-ray absorption fine-structure spectroscopy (NEXAFS) and resonant photoemission spectroscopy (RPES) with the core-hole clock method, as illustrated in see Figure 3.1A, to probe charge transfer dynamics across
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heterogeneous interfaces. [49], [52], [65], [66], [121]–[124] Core-hole clock spectroscopy has previously been used to measure femtosecond charge-transfer times across different molecule-metal interfaces. [49], [61]–[68], [125] We apply this technique to investigate femtosecond charge transfer dynamics from 4,4'-bipyridine (BP) molecular layers to Au(111), epitaxial graphene and graphene nanoribbon (GNR) surfaces (see Figure 3.1B). We find that charge transfer from BP to the carbon surfaces is slow when compared with the Au(111) surface. We attribute this difference to a reduced electronic interaction between the molecule and the carbon-based surfaces due to a reduced density of electronic states of the surface. We further observe that the creation of a core-hole on BP significantly alters the alignment of the BP molecular levels relative to the substrate Fermi level ($E_F$), bringing the LUMO in the presence of a core-hole (LUMO*) close to $E_F$. This leads to electron transfer between the LUMO* and the substrate continuum states within the core-hole lifetime. We can therefore probe the bidirectional charge transfer times and provide evidence for ultrafast phase decoherence of the photo-excited LUMO* electron through an interaction with the substrate. When the LUMO* remains above Fermi, the LUMO* electron can escape to the substrate as long as the LUMO orbital is coupled to the substrate. [62] However, in the systems studied here, the excited core electron remains partially on the LUMO* as a significant portion of the LUMO* drops below the Fermi level. The phase information of the core excited LUMO* electron is lost through the interaction with the substrate and thus the subsequent decay of the LUMO* electron is not degenerate with direct photoemission. The angle-dependent RPES measurements presented here provide, for the first time, direct evidence for this phase decoherence occurring on the femtosecond timescale due to the LUMO* coupling with the substrate states.
Figure 3.1: (A) Schematic representation of photoemission processes. i. Direct photoemission. ii. Core-hole/LUMO* electron pair generation. iii. Participator decay. iv. Spectator decay. v. charge transfer from the LUMO* to the substrate and Auger decay. (B) Structure of 4,4′-bipyridine and the three surfaces studied in this work.

3.4 Results and Discussion

We first present XPS spectra for monolayer films of BP on all three surfaces and for a multilayer film on Au(111) in Figure 3.2A, which allow us to compare the nitrogen 1s (N1s) electron binding energy across these systems. The surface preparation details are given in Section 3.6.1. We observe that in all systems, the N1s electron binding energy is larger than that in the multilayer. We also see that the N1s binding energy varies with the substrate. It is smallest (398 eV) on Au(111) most likely due to the ability of the metal to effectively screen the core-hole. [126] The N1s binding energy is increased to 399 eV on the epitaxial graphene on Ni(111) surface, consistent with a decrease in
free electron density of this surface. Finally, we observe that the N1s binding energy is closest to that of the multilayer for the GNR on Au(111) substrate. The first implication of this observation is that the GNR’s cover the underlying Au substrate completely as the spectrum is comprised of a narrow single peak. Second, we can conclude that the density of electronic states for this surface is not sufficiently high to screen the core-hole as efficiently as Au, consistent with the fact that GNR presents a significant band gap; the effective image plane is likely closer to the underlying Au surface, resulting in a smaller shift in the N1s binding energy.

![Figure 3.2](image)

**Figure 3.2:** (A) N1s binding energies of BP monolayer on Au(111), epitaxial graphene, GNR and a multilayer BP film on Au(111). All measurements are carried out at a photon energy of 500 eV. (B) Nitrogen K-edge NEXAFS spectra of a BP monolayer on Au(111), epitaxial graphene and GNR measured with the incident electric field polarized perpendicular (p-pol) or parallel (s-pol) to the surfaces.

We determine the molecular orientation on these surfaces by exploiting the polarization dependence of the N1s to LUMO transition, which is subject to the dipole selection
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rules. [51] The LUMO of BP has $\pi$ character with its nodal plane coinciding with the molecular aromatic ring. [60] The N1s to LUMO transition is therefore forbidden for light polarized in the plane of aromatic rings. We determine an average angle for BP by comparing the N1s to LUMO transition cross-section with incident electric field perpendicular (p-pol) and parallel (s-pol) to the surface. [51] In Figure 3.2B, we show a NEXAFS spectrum where we observe that the N1s to LUMO transition is strongly suppressed in s-pol on all surfaces. We find that the average angle is around 14° on Au(111), 20° on epitaxial graphene and 26° on GNR while the N1s to LUMO transition peak is broadest on Au(111) and narrowest on GNR. These two results together allow us to conclude that the molecule/surface interaction is strongest on Au(111) and weakest on the GNR surface.

We now turn to the measurements of charge transfer dynamics using the RPES technique. In this technique, a core electron is excited to an unoccupied molecular orbital, or even to the free electron continuum, leaving a core-hole on the molecule. This excited state decays via multiple processes, involving emission of photons or electrons. The former, photoluminescence, is not relevant to the RPES technique; while the latter, photoemission, is fundamental to RPES as illustrated in Figure 3.1A. The first process that involves electron emission proceeds with the filling of the core-hole and the subsequent emission of an electron, leaving the LUMO empty; this decay process is called participator decay. The second decay process results in the filling of the core-hole and the subsequent electron emission, leaving the system with two holes and an additional (spectator) electron in the LUMO; this decay process is called spectator decay. When the molecule is electronically coupled to the substrate, the excited electron can escape to the substrate, quenching the participator and spectator decay channels. By comparing the participator decay intensities in the isolated and coupled molecular systems and knowing the core-hole lifetime (5 fs for N1s) [128], we can determine the charge transfer times across the
molecule-surface interfaces. [52] However, another core-hole decay scenario arises if the LUMO* drops below the Fermi level upon a core-hole creation. [61] In this case, the LUMO* may get filled via electron transfer from the substrate even if the electron is initially photoexcited to an orbital higher than the LUMO (LUMO+1, etc.). Thus, the characteristic spectral lines due to the decay of the LUMO* electron are observed regardless of the incident light energy; we denote this process as super-participator decay. As detailed in Section 3.6.4, by using the super-participator and participator intensities in the coupled system and the participator intensity in the isolated system, one can obtain the bidirectional charge transfer time and estimate the fraction of the LUMO* that falls below the Fermi level upon the creation of the core-hole.

We measure the RPES spectra, which are comprised of XPS measurements taken at a series of incident photon energies across the nitrogen K absorption edge, of BP multilayer on Au(111) and BP monolayer on the three surfaces considered here. The multilayer film serves as a reference for the uncoupled or the isolated system and is used to obtain the charge transfer times for all monolayer films. Figure 3.3A shows a two-dimensional photon energy versus electron kinetic energy RPES map for a BP monolayer film on Au(111). We note first that the resonance intensity due to an excitation to the LUMO* at a photon energy of 399 eV is visible in the map. More importantly, we see a clear spectroscopic feature near an electron kinetic energy of 394 eV, which corresponds to the decay of the LUMO* electron independent of the photon energy above 405 eV. This is the signature for the super-participator decay process.
Figure 3.3: (A) Nitrogen K-edge RPES map of BP monolayer on Au(111) showing the LUMO* resonance (black dashed line), a line scan above the ionization edge (blue dashed line) and the super-participator decay seen as a vertical feature starting at the LUMO* energy as indicated by yellow arrow. Nitrogen K-edge RPES line scans at the LUMO* (dark), above the ionization edge (light), and multilayer LUMO* (dashed black) for a BP monolayer on (B) Au, (C) epitaxial graphene and (D) GNR. Arrows indicate the participator and super-participator peaks.
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In Figure 3.3B-D, we present RPES line scans at LUMO* and above the ionization edge for all three monolayers (at energies indicated by the dashed lines in Figure 3.3A) and compare these to the line scan at the LUMO* of the multilayer system. First, we see that in all systems, the intensity of the participator decay is reduced relative to the multilayer indicating a charge transfer from the LUMO* to the substrate within the core-hole lifetime. Second, we observe that BP monolayer on all surfaces exhibits HOMO-LUMO* super-participator Auger lines once a core-hole is created regardless of the photon energy. This indicates that the LUMO* drops at least partially below the Fermi level once the N1s core-hole is created, leading to a charge transfer from the substrate to the LUMO* and followed by the super-participator and spectator decay processes. [61] Next, we obtain the bidirectional charge transfer times and estimate the fraction of the LUMO* that falls below the Fermi, as described in Section 3.6.4. We obtain the bidirectional charge transfer times as 2 fs for Au(111), 4 fs for epitaxial graphene and 10 fs for GNR, while the fractions of the LUMO* that fall below the Fermi level are around 1/5 for both Au(111) and epitaxial graphene. For the GNR surface, where Fermi is likely to fall within the band gap [127], we do not observe a measurable back-filling of the LUMO*, similar to what has been observed on semiconducting surfaces. [129] We note that the observed charge transfer times are consistent with the trends in the spectator shifts in the Auger spectra on the LUMO* as seen in Figure 3.3B-D. [68]

The strong modification to the level alignment induced by the core-hole not only lets us observe bidirectional charge transport in the RPES measurements, it also opens up the possibility of observing electron decoherence via an interaction with the substrate. The participator decay process is a resonant photoemission process, degenerate with the direct photoemission with an identical final state having a single hole in the valence band. This process is subject to the dipole selection rules. [51] Specifically, the angle between the
light polarization and the normal of the HOMO nodal plane dictates the photoemission intensity. However, if the LUMO* electron interacts with the substrate before filling the core-hole, it loses the phase information. Therefore, any subsequent decay would be of an Auger type with almost no angular dependence on the light polarization. [130], [131] The intensity of the emitted electrons will therefore show only a weak or no dependence on the light polarization as long as the charge transfer time is significantly shorter than the core-hole life-time.

![Figure 3.4: Nitrogen K-edge RPES line scans at the LUMO* energy showing the participator intensity for (A) BP on Au(111) at polarization angles of 90°, 75°, 60°, 45°, 35° and (B) BP on epitaxial graphene at polarization angles of 90° and 35°. Inset: Nitrogen K-edge RPES line scans taken at 416 eV showing the super-participator peaks.]

To probe the phase decoherence of the LUMO* electron through an interaction with the substrate, we measure the nitrogen K-edge RPES spectra for the BP monolayer on Au(111) at five different polarization angles relative to the surface, ranging from 35° to 90°. In Figure 3.4A, we show the participator intensity at the LUMO* excitation for all
polarization angles measured, where we see a weak dependence on the polarization angle. This demonstrates that most of the participator decay occurs after the electron loses its phase information through an interaction with the substrate, consistent with the very fast charge transfer observed in this system. In Figure 3.4B, we show similar measurements at two angles for the BP monolayer film on epitaxial graphene. The intensity of the emitted electron shows a 30% decrease when the angle between the light polarization and the surface goes from 90° to 35°. This points to a significant resonant photoemission component in the total photoemission signal, consistent with the charge transfer time comparable to the core-hole lifetime determined above for this system. As a comparison, we also report the angular dependence of the super-participator decay intensity measured at a photon energy of 416 eV, which is entirely due to electron donation from the substrate to the LUMO* and as such bears no phase information with the core-electron excitation. In both the Au(111) and the graphene system, we see no angular dependence, consistent with an Auger type decay of the core-hole. [132] Therefore, the measurements presented here provide evidence for ultrafast phase decoherence of hot electrons on Au(111) and epitaxial graphene surfaces.

3.5 Conclusion

In conclusion, we have probed the interfacial charge transfer between a BP monolayer on Au(111), epitaxial graphene/Ni(111) and GNR/Au(111) surfaces. We find that the charge transfer is fastest on Au(111) which indicates a strong electronic interaction between BP and the surface. Charge transfer is slower on the epitaxial graphene surface where the BP/graphene interaction is primarily through a van der Waals coupling. Finally, we find an even slower charge transfer on the semiconducting GNR surface which could stem from the presence of a band gap in GNR. [127] Our experiments also show that the GNR layer
on Au serves to hinder charge transfer from the overlying BP molecules to the Au surface. Finally, our measurements provide direct evidence for ultrafast electron decoherence due to organic molecule - substrate coupling as evidenced by the modified angular dependence of the resonant photoemission intensity with the light polarization.

3.6 Supporting Information

3.6.1 Measurement Details and Sample Preparation

The experiments were conducted at the ALOISA beamline of the Elettra Synchrotron in Trieste. The measurement chamber was maintained at an ultrahigh-vacuum at pressures of $10^{-10}$ - $10^{-11}$ mbar. [123], [133], [134] The 4,4'-bipyridine (BP) molecules were purchased from Sigma-Aldrich (purity $> 99\%$) and used without further purification. The molecules were placed in a Pyrex cell and connected to the pre-chamber through a leak valve.

The Au(111) surface was prepared by cycles of Ar+ sputtering and annealing at 400 K. X-ray photoemission spectroscopy (XPS) was used to check for any chemical impurities (O, N, and C). The BP cell was heated to several tens of degrees above room temperature and BP was leaked into a pre-chamber to maintain a partial BP pressure of $10^{-7}$ mbar for 4 - 5 minutes. The sample was cooled to -65° C for the multilayer phase, and it was kept at room temperature for the monolayer phase.

The epitaxial graphene on Ni(111) surface was prepared by repeatedly sputtering (Ar+, 2 keV) and annealing (900 K) the Ni(111) surface. XPS and Helium atom scattering were used to check for the presence of any chemical impurities and to probe the surface order. Epitaxial graphene was prepared via catalytic dissociation of ethylene on Ni(111) surface. An ethylene partial pressure of $10^{-6}$ mbar was maintained for 60 minutes while keeping the surface at 850 K. [135] The graphene film was probed using XPS and
ultraviolet photoemission spectroscopy with He II line at 40.8 eV. Examination of the graphene $\pi$-band bottom, close to $\Gamma$, was used to identify the graphene layer as epitaxial graphene. The epitaxial graphene/Ni(111) sample was exposed to ambient conditions before being transferred to the ALOISA chamber. The sample was annealed in the ALOISA chamber at 500 K to recover the pristine graphene. XPS, valence band photoemission spectroscopy and near edge X-ray absorption fine structure (NEXAFS) spectroscopy measurements were further performed to characterize the epitaxial graphene/Ni(111) sample. To create the BP self-limiting monolayer film, a partial BP pressure of $10^{-7}$ mbar was maintained in the pre-chamber for 3 minutes, while the sample was cooled to -50°C.

Graphene nanoribbons (GNR) were formed depositing 10,10'-dibromo-9,9'-biantryl (AOKBIO, 98+% purity) on the cleaned Au(111) sample maintained at 200°C to ensure saturating the Au(111) surface with the GNR precursor. This surface was then annealed to 400°C to create GNR’s as described previously.[136] XPS and NEXAFS measurements were performed to characterize the GNR film on the Au(111) surface. To create the BP monolayer film, a partial BP pressure of $10^{-7}$ mbar was maintained in the chamber for 5 minutes while the sample was cooled to -45°C.

3.6.2 X-Ray Photoemission Spectroscopy and Near Edge X-Ray Absorption Fine Structure Spectroscopy Measurements

X-ray photoemission spectroscopy (XPS) measurements were performed at the ALOISA beamline with the X-ray beam at grazing-incidence ($4^\circ$) to the sample. Photoelectrons from the sample were collected at the normal to the surface using a hemispherical electron analyzer with an acceptance angle of $2^\circ$, and an overall energy resolution of $\sim 0.2$ eV. The energy scale for XPS spectra was calibrated by aligning the Au $4f_{7/2}$ peak to a binding energy of 84.0 eV for the Au(111) and GNR/Au(111) measurements. For the epitaxial
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graphene on Ni(111), XPS spectra were aligned to the Fermi level.

Near edge X-ray absorption fine structure (NEXAFS) measurements were performed on the nitrogen K-edge by sweeping the incident photon energy from 396 eV to 420 eV in steps of 0.1 eV. The photon incidence angle was set to 6°. Spectra were acquired using a channeltron detector with a wide acceptance angle in the partial electron yield mode and a high pass filter with cutoff energy set to 370 eV. The photon flux was monitored on the last optical element along the beam path. The sample normal was oriented either parallel (p-pol) or perpendicular (s-pol) to the light polarization.

3.6.3 RPES Measurement and Data

The RPES spectra at the nitrogen K-edge were obtained by taking XPS scans spanning 0-60 eV binding energy range with the photon energy tuned between 394 eV and 423 eV in steps of 0.2 eV and 0.5 eV for all surfaces studied. The RPES measurements for charge transfer time calculations were performed in magic angle conditions, with the light polarization and the electron analyzer at 54.7° with respect to the surface normal. This yields a RPES signal that is independent of the molecular orientation on the sample (see Section 3.6.4). For the angle-dependent RPES measurements, the angle between the photon polarization and surface normal set to the values stated in the main text while the electron analyzer was always collinear with the photon polarization. These RPES data were then normalized and analyzed following previously published procedures. [62], [63]

Briefly, the photon flux on the last optical element along the beam path was measured; and used to normalize and calibrate the RPES scans for any fluctuations in photon intensity and energy. The energy scale for XPS spectrum was calibrated as detailed above. The non-resonant photoemission spectrum was obtained from the XPS scan at 395 eV and subtracted from the entire RPES spectra. The RPES line scans were then further
normalized by the overall Auger intensity which scales with the absorption cross-section at a given photon energy.

Figure 3.5: Nitrogen K-edge RPES maps of (A) BP multilayer on Au(111) (B) BP monolayer on Au(111), (C) BP monolayer on epitaxial graphene and (D) BP monolayer on GNR. The LUMO* resonance scans are taken along the dashed black lines. The dashed orange lines indicate the energy used for the scans above the ionization edge.

In Figure 3.5, we show nitrogen K-edge RPES maps of a BP multilayer on Au(111) and a BP monolayer on Au(111), epitaxial graphene and GNR. We see the N1s to LUMO
transition signature around photon energy of 399 eV. From these maps, we obtain the line scans that are shown in Figure 3.3 of the main text. The core-hole clock method described below is then used to determine the charge transfer time and the fraction of the LUMO* that drops below the Fermi level in the monolayer systems.

3.6.4 RPES Core-Hole Clock Method with Charge Back Donation

In this section, we present the extension of the standard core-hole clock method \[52\] to obtain the bidirectional charge transfer time and the fraction of the LUMO* that drops below the Fermi level from the RPES measurements.

In the core-hole clock method, a core electron is photoexcited to the LUMO, leaving a core-hole on the molecule; and the energy distribution of the subsequent electron emission is measured. The process relevant to the core-hole clock method is the filling of the core-hole and the subsequent emission of an electron, leaving the LUMO empty; this is denoted as the participator decay. In a coupled system, the participator decay gets quenched if the charge transfer to the substrate occurs within the core-hole life-time. Therefore, by comparing the participator decay intensities in the isolated and the coupled system, the charge transfer time in the coupled system can be determined as has been done before. \[52\] In the measurements presented here, when a core-hole is present, the LUMO* is partially below the Fermi level and can thus get occupied due to a charge transfer from the substrate.

To determine the bidirectional charge transfer time, one needs to consider two types of decay process that will contribute to the participator decay intensity. First, there is a photoemission type participator decay that occurs from the LUMO* electron excited from the core level. Additionally, there is an Auger type participator decay (from the
fraction of the LUMO* that is below Fermi) that can occur after charge transfer from the LUMO* to the substrate. Denoting the participator decay intensity as \( I_o \) in the isolated system and as \( I_c \) in the coupled system, we can get a relation between \( I_o \) and \( I_c \) as

\[
I_c = I_o \frac{\tau_{ct}}{\tau_{ct} + \tau_{ch}} + I_o x \frac{\tau_{ch}}{\tau_{ct} + \tau_{ch}}
\]  

(3.1)

where \( \tau_{ch} \) is the core-hole lifetime, \( \tau_{ct} \) is the charge transfer time, \( x \) is the fraction of the LUMO* below the Fermi level. The first term in Eq. 3.1 is the standard expression that has been used before and is attributed to the photoemission type participator decay. \[52\]

The second term is due to the Auger type participator decay that can occur only if the LUMO* is partly below Fermi and charge transfer from the LUMO* to the substrate has occurred. The process giving rise to the second term in Eq. 3.1 is identical to the Auger type participator decay occurring after the charge transfer from the substrate to LUMO* following an excitation of a core electron above the ionization edge. We denote this process as the super-participator decay and its intensity \( (I_s) \) is given by

\[
I_s = I_o x \frac{\tau_{ch}}{\tau_{bt} + \tau_{ch}}
\]  

(3.2)

Here, \( \tau_{bt} \) is the bidirectional charge transfer time.

Since the charge transfer time in both directions is equal, Eq. 3.1 and Eq. 3.2 can be solved to find \( x \) and \( \tau_{ct} \) which yields

\[
\tau_{ct} = \tau_{ch} \frac{f(1 - \beta)}{1 - f(1 - \beta)}
\]  

(3.3)

\[
x = \frac{f \beta}{1 - f(1 - \beta)}
\]  

(3.4)
where $f$ is $I_c/I_o$ and $\beta$ is $I_s/I_c$.

The equations above are valid when the light polarization is perpendicular to the nodal plane of the nodal plane of the molecular $\pi$-system. Therefore, we need to account for the fact that the molecular $\pi$-system makes a small angle with the substrate, as determined from NEXAFS measurements presented in the main text. We also need to consider the light polarization when comparing the Auger type super-participator intensities with photoemission type participator intensity since there is a clear angular dependence in the latter.

The photoemission type participator decay intensity is proportional to $(\varepsilon \cdot n)^2$ where $\varepsilon$ is the polarization unit vector and $n$ is the vector normal to the nodal plane of the molecular $\pi$-system. We calculate the $(\varepsilon \cdot n)^2$ as a function of $\varepsilon$ and $n$ assuming that there is no azimuthal dependence on the molecular orientation on the surface. We use

$$\varepsilon = \sin\theta \hat{x} + \cos\theta \hat{z}$$ \hspace{1cm} (3.5)

$$n = \sin\alpha \cos(\phi - \pi/2) \hat{x} + \sin\alpha \sin(\phi - \pi/2) \hat{y} + \cos\alpha \hat{z}$$ \hspace{1cm} (3.6)

where $\theta$ is the polar angle between the surface normal and the polarization unit vector, $\alpha$ is the polar angle between the surface normal and the normal to the molecular $\pi$-system, and $\phi$ is the azimuthal angle of the molecular $\pi$-system.

Averaging $(\varepsilon \cdot n)^2$ over $\phi$, and using Eq. 3.5 and Eq. 3.6 we get

$$(\varepsilon \cdot n)^2 = \sin^2\theta \sin^2\alpha/2 + \cos^2\theta \cos^2\alpha$$ \hspace{1cm} (3.7)

Since measurements are performed at the magic angle ($\theta = 54.7^\circ$), $\cos^2\theta = \sin^2\theta/2$, and
thus the average \((\varepsilon \cdot n)^2\) is independent of \(\alpha\). We obtain

\[
I_m^c = I_o^m \frac{\tau_{ct}}{\tau_{ct} + \tau_{ch}} + \frac{I_o^m}{\cos^2 \theta} x \frac{\tau_{ch}}{\tau_{ct} + \tau_{ch}} \tag{3.8}
\]

\[
I_m^s = \frac{I_o^m}{\cos^2 \theta} x \frac{\tau_{ch}}{\tau_{bt} + \tau_{ch}} \tag{3.9}
\]

where \(I_m^c\), \(I_m^s\) and \(I_o^m\) are the measured intensities at the magic angle. Solving Eq. 3.8 and Eq. 3.9 yields

\[
\tau_{ct} = \tau_{ch} \frac{f(1 - \beta)}{1 - f(1 - \beta)} \tag{3.10}
\]

\[
x = \frac{\cos^2 \theta f \beta}{1 - f(1 - \beta)} \tag{3.11}
\]

where \(f\) is \(I_m^c / I_o^m\) and \(\beta\) is \(I_m^s / I_m^c\).
Chapter 4

Flicker Noise Characteristics of Single-Molecule Junctions

4.1 Preface

This chapter is based on the manuscript entitled *Flicker Noise as a Probe of Electronic Interaction at Metal-Single Molecule Interfaces* by Olgun Adak, Ethan Rosenthal, Jeffery Meisner, Erick F. Andrade, Abhay N. Pasupathy, Colin Nuckolls, Mark S. Hybertsen and Latha Venkataraman published in Nano Letters. [137]. The experimental work was done by Olgun Adak and Ethan Rosenthal. Theoretical work was conducted by Mark S. Hybertsen at Center for Functional Nanomaterials, Brookhaven National Labs, Upton, NY, and Olgun Adak. The chemical synthesis was done by Jeffery Meisner at Chemistry Department of Columbia University, New York, NY.
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4.2 Abstract

Charge transport properties of metal-molecule interfaces depend strongly on the character of molecule-electrode interaction. Although through-bond coupled systems have attracted the most attention, through-space coupling is important in molecular systems when, for example, through-bond coupling is suppressed due to quantum interference effects. To date, a probe that clearly distinguishes these two types of coupling has not yet been demonstrated. Here, we investigate the origin of flicker noise in single-molecule junctions and demonstrate how the character of the molecule-electrode coupling influences the flicker noise behavior of single-molecule junctions. Importantly, we find that flicker noise shows a power law dependence on conductance in all junctions studied with an exponent that can distinguish through-space and through-bond coupling. Our results provide a new and powerful tool for probing and understanding coupling at metal/molecule interfaces.

4.3 Introduction

For electronic devices based on organic semiconductors, the interaction of the molecular orbitals with the electronic states of the metal dictates the energy level alignment and the electronic coupling, which determine device performance. [138], [139] The physical interactions at such interfaces can lead to electronic coupling that is characterized as either through-bond or through-space. In the former, the hybridization between the molecular orbitals and the electronic states of the metal occurs through a chemical bond, while in the latter, orbitals responsible for charge transfer do not participate in specific bond formation. [140] The most important consequence of this difference is that conductance in systems with through-space coupling is generally lower than in those with through-bond coupling. [98], [141], [142] As a result, performance of devices relying on through-space
coupling is often limited by the characteristics of the organic/metal interface rather than by the organic constituents. [143]

Here, we investigate the characteristics of flicker noise in a series of nanoscale junctions including gold point-contact and single-molecule junction. [72], [144]–[148] We find that flicker noise measurements can clearly differentiate between through-bond and through-space coupling at the single-molecule level. We first show that at room temperature, flicker noise in single-molecule junctions originates from changes in the molecule-electrode coupling due to electrode atoms switching between metastable configurations. We then demonstrate how scaling of flicker noise with conductance is determined by the relationship between the electronic transport channel and the mechanical bond to the electrodes. We find that in tunnel junctions where two electrodes are mechanically decoupled and electronic transport is via through-space tunneling, flicker noise power exhibits a strong dependence on individual junction conductance: noise power scales as $G^2$. This decreases to a $G^{1.7}$ dependence when we probe a molecular system where both sides are mechanically bonded to the respective electrodes, but through-bond electronic coupling is present on only one side. When single-molecule charge transport is mediated fully by through-bond interactions on both sides, the scaling diminishes to $G^{1.1}$. Finally, for nanoscale gold contacts with $G > 4 \times G_0$, the core of the junction is mechanically and electronically well coupled, and as a result insensitive to nearby fluctuations in the junction structure; conductance fluctuates through changes in the number of channels at the periphery resulting in a noise power that scales as $G^{0.5}$. This measurement technique thus enables us to infer the relative contributions of through-space and through-bond coupling at molecule-metal interfaces, providing a new and powerful tool for characterizing these interfaces.
Figure 4.1: (A) Schematic for molecular junction conductance measurements. (B) Representative conductance and displacement traces for a single noise measurement. Inset: The conductance noise power spectral density obtained by taking square of the discrete Fourier transform of the constant displacement section of conductance trace in B. The dashed line indicates a $f^{-1.4}$ dependence. (C) Chemical structures of the molecules under the study. (D) The averaged conductance noise PSD’s for all five systems showing flicker noise along with a line indicating the $f^{-1.4}$ dependence. Traces are offset laterally for clarity.
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4.4 Experimental Technique

In this work, we use the scanning tunneling microscope-based break-junction technique (STM-BJ) [36], [37] to characterize conductance noise. In this technique, a gold tip is repeatedly moved in and out of contact with a gold substrate while conductance of the junction is recorded (see Figure 4.1A for schematic). In order to measure the conductance noise, the junction elongation procedure is paused for 100 ms at a position where prior measurements indicate that a stable junction is likely to form (see Figure 4.1B). During this time, conductance is recorded at an applied bias of 200 mV using a sampling rate of 100 kS/s. Traces that have a conductance within the two standard deviations of the molecular conductance histogram peak at the beginning and the end of this 'hold' period are selected for analysis. In order to determine the conductance noise power spectral density (PSD) for a junction, the conductance measured during the fixed displacement section of the trace is analyzed. A discrete Fourier transform of the data is obtained and squared to get the PSD. A sample PSD measured for a 4,4′-di-(methylthio)stilbene junction (molecule 1) is shown in the inset of Figure 4.1B. [142] This type of noise is often called flicker noise or 1/f noise and its presence in single-molecule junctions has not yet been explained. [144]–[146] In Figure 4.1D, the conductance PSD, averaged over hundreds of junctions, are shown for tunnel junctions, gold point-contacts and three molecules considered here (see Figure 4.1C for structures). At room temperature, the noise power shows a $f^{-1.4}$ frequency dependence. The frequency dependence of flicker noise power is identical in all five systems indicating that the source of flicker noise is related to the electrodes and not to the system bridging the electrodes. (As detailed in Section 4.7.1, Figure 4.5 and 4.6, the observed flicker noise is not due to electronic or mechanical effects in our set-up.)
CHAPTER 4. FLICKER NOISE CHARACTERISTICS OF SINGLE-MOLECULE JUNCTIONS

Figure 4.2: (A) Two-dimensional histogram of the flicker noise power against the average conductance in gold point-contacts. Line overlaid shows a square root dependence. Inset: Two-dimensional histogram of the normalized flicker noise power (NP) against the normalized conductance change (CC) induced by a mechanical oscillation. (B) Two-dimensional histogram of the flicker noise power against the average conductance in tunnel junctions.

4.5 Results and Discussion

We hypothesize that flicker noise in all three systems arises from configuration changes in the electrode structure due to electrode atoms proximal to the junction fluctuating between metastable positions. As the measured noise shows a clear $f^{-1.4}$ dependence, we can rule out any suppression of noise due to quantum interference effects and shot noise. [72] Such fluctuations have been shown to cause two-level conductance fluctuations in both tunnel junctions and gold point-contacts at temperatures ranging from 7 K to 100 K. [149]–[151] We therefore argue that room temperature, flicker noise is a consequence of many accessible two-level conductance fluctuations, with average switching rates dis-
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tributed over the measurement bandwidth, which result in a noise power spectrum with a $f^{-n}$ frequency dependence. [152]

To verify this hypothesis, we first examine flicker noise in gold point-contacts with conductance ranging from 1 to $10 \, G_0$ at room temperature. To quantify noise, we numerically integrate the PSD from 100 Hz to 1 kHz for every junction and take this value as the measure of flicker noise a junction experiences. The 1 kHz upper limit in the frequency range is chosen because the thermal noise of the current amplifier becomes comparable to flicker noise at frequencies above this cutoff. The lower limit is chosen considering the mechanical drifts in the experimental setup; such drifts result in an $f^{-2}$ frequency dependence, which become comparable to flicker noise at low frequencies. In Figure 4.2A, we make a two-dimensional histogram of the integrated flicker noise against the average conductance for 50000 gold point-contacts. We find that the integrated flicker noise power dips near the integer multiple of $G_0$ which is not surprising because junctions with fully open conductance channels have transmissions that are less sensitive to junction structure. [153] The dips occur at conductance values that are slightly lower than the integer multiples of $G_0$ due to an effective series resistance caused by scattering centers near the contact. [46] We also note that the noise power scales as $G^{0.5}$ for contacts with a conductance greater than $4 \, G_0$. To probe this further, we compare the relation between flicker noise and the change in conductance when we perturb the junction with an external oscillatory mechanical perturbation (see Figure 4.7). We find that junctions that are less susceptible to conductance changes upon mechanical perturbation experience less flicker noise (see Figure 4.2A inset and Section 4.7.2 for details).

This is consistent with our hypothesis that flicker noise arises due to configurational changes in the electrode structure. In contrast to gold point-contacts, flicker noise in tunnel junctions that form after the rupture of the gold point-contact shows a different
relation to the average conductance. We measure flicker noise for 10000 tunnel junctions with $G_{AVG}$ ranging from $10^{-4} G_0$ to $10^{-1.4} G_0$ and show a two-dimensional histogram of the noise power against $G_{AVG}$ in Figure 4.2B. We observe a clear quadratic dependence of the flicker noise power on the junction conductance; i.e., the noise power scales with $G^2$.

To understand the observed scaling of the noise power, we consider the impact of fluctuations in gold atom positions in these junctions. For the case of the tunnel junctions, the junction gap size effectively fluctuates due to the position of atoms on either electrode near the area of closest approach between the tip and the substrate. Since these tunneling gaps are probed right after a rupture event, the current is exponentially sensitive to the overall gap width in general, but also to the position of just a few gold atoms that effectively define it, as would be expected from the atomic resolution in a scanning tunneling microscope in the regime of an atomically sharp tip. The conductance of a tunnel junction can be written as $G = G_c e^{-\beta z} = G_c e^{-\beta z_0} e^{-\beta(z-z_0)}$ where $b$ is the decay constant, $z$ is the effective gap size that fluctuates around a mean value $z_0$ and $G_c$ is a constant. The scale of fluctuations in $z$ is bounded and independent of the average gap $z_0$, and therefore also of $G_{AVG} = G_c e^{-\beta z_0} < e^{-\beta(z-z_0)} >$ with $< e^{-\beta(z-z_0)} >$ describing the fluctuations around $G_{AVG}$. It then follows that the noise amplitude (noise in $G = G_{AVG}(e^{-\beta(z-z_0)} / < e^{-\beta(z-z_0)} >)$ scales with $G_{AVG}$ and the noise power scales as $G_{AVG}^2$. This result can be easily derived under the assumption of Gaussian fluctuations in $z$ (see Section 4.7.3), although it applies to fluctuations that follow more general distributions. On the other hand, for the gold point-contacts, the conductance scales approximately with the number of atoms in the junction cross-section area. If fluctuations are limited to a single atom, then the noise power is independent of $G_{AVG}$. However, the entire perimeter is open for fluctuations. Assuming each fluctuating center is inde-
pendent, the number of possible centers will scale with the square root of the number of atoms in the contact and the noise power scales as $G^{0.5}$ as observed for contacts with a conductance greater than $4G_0$ (see Section 4.7.4).

To further check the validity of our model, we measure the temperature dependence of flicker noise in tunnel junctions and gold point-contacts under ultrahigh vacuum conditions. Since the switching of atoms between metastable positions is a thermally activated process, at sufficiently low temperatures, single two-level conductance fluctuations should be discernible. We show, in Figure 4.3A, sample conductance versus time traces measured for stable tunnel junctions at temperatures ranging from 5.5 to 300 K. Flicker noise is clearly visible at room temperature but decreases substantially upon cooling. At 40 K, single two-level conductance fluctuations are visible; at 5.5 K, no noise is seen. To quantify this result in a statistically significant way, we collect conductance-time traces for over 10000 different tunnel junctions at each temperature. We obtain the noise power density at 100 Hz, instead of numerically integrating up to 1 kHz because the electronic and the mechanical noise features appear in the spectrum at low temperatures due to the suppressed flicker noise. We normalize this by $G_{AVG}^2$ to remove the conductance dependence and plot the result averaged over 10000 traces against temperature in Figure 4.3B. We see that the flicker noise power decreases rapidly with decreasing temperature attaining the experimental noise floor below 40 K. We take the average of the values obtained below 40 K as representative of the experimental noise floor and subtract this from measurements at higher temperatures and higher voltages. An exponential decrease in noise down to 40 K with increasing inverse temperature ($1/T$) is visible in Figure 4.3B. Such a decrease is typical for a thermally activated two-level systems. [154] Furthermore, we observed a strong bias voltage dependence of flicker noise in tunnel junctions at 5.5 K but not at 300 K (see Figure 4.3B). [155] As detailed in Section 4.7.5, the observed voltage dependence
can be fit with a model where bias voltage electrostatically lowers the potential barrier for the two-level fluctuations (see Figure 4.8A). [156] Taken together, these experimental results show clearly that fluctuations in the position of atoms on the electrodes lead to flicker noise. More importantly, the activation energies for these fluctuations have a broad energy distribution as they are observed within the experimental bandwidth over a wide temperature range.

Figure 4.3: (A) Representative tunnel junction conductance traces (from top to bottom) at 300 K (50 mV), 77 K (50 mV), 40 K (50 mV), 5.5 K (400 mV) and 5.5 K (50 mV). (B) Green: The normalized noise power density plotted against the temperature (lower axis) at 100 mV bias. The normalized noise power density at 100 Hz versus the bias voltage (top axis) at 300 K (red) and at 5.5 K for junctions with a conductance of $10^{-3} G_0$ (blue). Filled shapes represent the measured values, empty shapes with dashed connecting lines represent the values after background subtraction. Note that for the data taken at
300 K, background subtraction does not change the values significantly. (C) Potential energy profiles calculated using a density functional theory approach for a series of three illustrative structures and gold atom movements: (D) Adatom diffusion pathway on the close packed (111) surface from fcc to hcp to neighboring fcc hollow sites (yellow data in C); (E) Dissociation of a five atom asperity into a four atom pyramid and an adatom, first to an hcp site and then to a neighboring fcc site (blue data in C); (F) Switching of an apical adatom in a five atom asperity between a local fcc and hcp sites (black data in C). Curves are offset for clarity; only relative energies within each curve are meaningful.

To get more insight into the kinetic processes that can result in such fluctuations in the junction, we use density functional theory (DFT)-based calculations, as implemented in the VASP package [100], [157]–[159], to simulate the potential surface for atomic-scale fluctuations in gold asperities (as detailed in Section 4.7.6). We first consider the diffusion of an adatom on a close-packed (111) surface. The fcc hollow site is most stable for the adatom. Diffusion from one fcc hollow site to another goes through a metastable hcp hollow site. As shown in Figure 4.3C, we find a primary barrier of 0.14 eV (fcc to hcp) and a secondary barrier of 0.09 eV (hcp to fcc) for this diffusion path that is illustrated in Figure 4.3D. This shows that in the simplest geometry considered, there are two accessible states that have different lifetimes. Since we expect the experimental tip and substrate structures to be more complex with additional roughness, we also explored the affinity of the adatom to other local clusters. For example, Figure 4.3E shows that an adatom is bound to a site adjacent to a four-atom pyramid. Once bound, fluctuations away from this state are controlled by a relatively large barrier (0.4 eV) while the barrier for return is rather small (0.04 eV). Furthermore, the calculations show that the specific size of these barriers depends on the cluster geometry and the neighboring structures. This
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Example suggests a physical mechanism for the fluctuations in Figure 4.3A that appear as spikes (yellow trace measured at 77 K), having asymmetric lifetimes for the two states involved. Finally, with the idea that rather sharp asperities can survive longer at the lower temperatures probed here, we show an example of an adatom fluctuating at the tip of such an asperity (Figure 4.3F), where the forward barrier is about 0.05 eV and the reverse barrier is less than 0.03 eV. The reduced energy scale follows from the lower overall coordination of the atoms involved.

Unlike tunnel junctions, gold point-contacts do not exhibit any two-level conductance fluctuations at 77 K under 100 mV bias voltage implying that atomic fluctuations that alter junction structure have substantially increased activation energies. Increasing the bias voltage, however, does result in two-level conductance fluctuations in gold point-contacts at 77 K (see Section 4.7.5, Figure 4.8). We do not attempt to distinguish between local heating and electrostatic effects of the bias voltage that leads to an increase in flicker noise for these point-contacts. However, we note that the room temperature flicker noise at 50 mV in atomic contacts is greater than the noise at 77 K at a 400 mV bias voltage (see Figure 4.8), while the local electronic temperature in 3 to 5 $G_0$ gold point-contacts has been shown to increase by 300 K under 300 mV bias voltage at room temperature. [160] This means that bias induced local hot electron population can be achieved at the apex without elevating the lattice temperature significantly, possibly because the electron-electron scattering length is smaller than electron-phonon scattering length in gold. [29]

We now turn to single-molecule junctions and examine the flicker noise characteristics of three molecular systems, 4,4’-di-(methylthio) stilbene (molecule 1), 3,4’-di-(methylthio) stilbene (molecule 2) and 2,9-dithiadecane (molecule 3) at room temperature. Molecules 1 and 2 are synthesized as described previously [142] and 3 is obtained from Alfa-Aesar and used without further purification. Molecule 1 forms stable Au-single-molecule-Au
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junctions through Au-S donor-acceptor bonds with a conductance around $1.3 \times 10^{-3} G_0$ as shown in Figure 4.4A in agreement with previous measurements. [142] Molecule 2 also forms single-molecule junctions that are mechanically anchored through two Au-S donor-acceptor bonds. However, at the meta-linker, through-bond conduction is suppressed due to destructive interference effects since the orbital that dominates transport in these systems, the highest occupied molecular orbital (HOMO), does not have any weight on the meta-linker. [88], [161] As a result, charge transfer is mediated by through-space interaction on the meta-side, and through-bond at the other which reduces the conductance to $1.6 \times 10^{-4} G_0$. [142] Molecule 3 is an alkane terminated with methylsulfide linkers that conducts by through-bond tunneling via its $\sigma$-system. Its conductance is peaked around $3.1 \times 10^{-4} G_0$, significantly smaller than that of 1 where the $\pi$-system mediates the charge transport.

To examine the noise in these systems, we measure the conductance of more than 10000 stable junctions for each molecular system at a 200 mV bias voltage. For the noise analysis, we follow the same procedure illustrated in Figure 4.1B, at room temperature and calculate the total noise power between 100 Hz and 1 kHz for each junction by numerically integrating the PSD. In Figure 4.4B-D, we show a two-dimensional histogram of the integrated flicker noise power normalized by $G_{AVG}$ against $G_{AVG}$ for 1, 2, and 3. We see that the normalized flicker noise power in 1 and 3 is insensitive to junction conductance, while that of 2 correlates strongly with junction conductance. Quantitatively, the noise power in 1 and 3 scales with $G_{AV}^{1.1}$ and $G_{AV}^{1.0}$ respectively. In 2, the noise power scales with $G_{AV}^{1.7}$, which is interestingly close to the results of the tunnel junctions (see Figure 4.9 and see Section 4.7.7 for analysis details). As shown in Figure 4.10 for two additional molecules, we find that through-bond coupled molecular junctions show a noise power scaling close to $G_{AV}^{1.2}$, while for junctions with one through-bond and one through-space
coupling, it scales with $G^{1.7}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.4.png}
\caption{(A) Conductance histograms of molecule 1, molecule 2 and molecule 3. Inset: sample traces. (B-D) Two-dimensional histogram of the normalized flicker noise power against the average conductance for molecule 1 (B), molecule 2 (C), molecule 3 (D). Dotted contours represent fits to the bivariate normal distribution.}
\end{figure}

In order to understand these results, we consider the simplest model for transport through a single-molecule junction \cite{80} where conductance is determined by the energy level alignment of the conducting molecular orbital with the electrode Fermi energy ($E_{\text{Frontier}}$) and its electronic coupling to the electrodes ($\Gamma$). While both play a role, $\Gamma$ is strongly influenced by the electrode structure, the binding geometry and the conformational changes in molecular structure. \cite{94}, \cite{162}–\cite{165} In particular, $\Gamma$ changes appreciably for different tip structures on the electrodes, \cite{94} so fluctuations in the Au atoms between metastable positions in the electrode result in changes in the junction conductance. For a through-bond coupled molecule, we can assume that fluctuations in $\Gamma$ are independent of $\Gamma$ as there is a mechanical constraint that maintains the electrode-molecule separation. For a through-space coupled molecule, fluctuations in $\Gamma$ are proportional to $\Gamma$, because $\Gamma$ decreases exponentially with the distance between the molecule and the electrode site (see Section 4.7.8). With these assumptions, it can be analytically shown that the flicker
noise power in a molecular junction with through-bond coupling at both ends scales with the average conductance of the molecular junction, explaining the behavior of 1 and 3. In contrast, for a molecular junction with through-space coupling at both ends, the flicker noise power scales with the square of the average conductance (see Section 4.7.8 for analytic derivation). This is what we obtain experimentally for the tunnel junctions, a through-space coupled system. Molecule 2 is a hybrid system with both through-bond and through-space coupling. For such a system, it is not possible to obtain an analytical expression for the relation between noise and conductance. Through a Monte-Carlo simulation, we find that the noise scaling in this hybrid system is determined by the linker that controls the junction-to-junction variations in conductance (see Figure 4.11). Specifically, if through-space coupling has a larger variation, the noise scaling is closer to that of a tunnel junction, while if the through-bond coupling has a larger variation, the noise scaling is closer to that of a through-bond coupled junction. Interestingly, if through-space and through-bond couplings have the same distribution width, the scaling exponent turns out to be 1.5 regardless of the mean through-space and through-bond coupling. The example of 2, with a scaling exponent 1.7, must have a distribution of through-space coupling that is wider than that of through-bond coupling. This is intuitive as through-space coupled molecular junctions exhibit a broader distribution of conductance compared with the through-bond coupled junction as can be seen in Figure 4.4A.

In general, we note that there can be other aspects of the junction structure that fluctuate and contribute to noise, possibly leading to changes in both $\Gamma$ and $E_{\text{Frontier}}$, including rotational degrees of freedom of the molecule or linker reattachment and changes to the local electrostatic potential that affect $E_{\text{Frontier}}$. For molecules 1 and 2, the twisting of molecular backbone is hindered by the presence of C=C double bond in stilbene backbone so that internal rotations do not contribute to noise. [166] Although rotations
about the Au-S-C torsion angle are possible, the activation energy is very small [167] and thus the conductance changes due to these rotations could only be seen at frequencies higher than our instrument bandwidth. Indeed, measurements of a control molecule that does not accommodate changes to the Au-S-C torsion angle show that noise power scales as $G^{1.2}$ (see Figure 4.10), consistent with the results of molecule 1. Breaking and reattachment of the Au-S donor-acceptor bond, with an energy around 0.6 eV, could contribute to the measured noise. [154], [167] However, as detailed in Section 4.7.9, we do not find any evidence of reattachment within the 100 ms time-scale of the measurement. Finally, we note that linkers can switch between metastable binding sites on the electrode. [164] Since this can be modeled as a change in $\Gamma$ for the junction, it does not yield a separate source of noise for the molecular junctions.

4.6 Conclusion

In conclusion, we show that flicker noise observed at room temperature in molecular junctions, gold point-contacts and tunnel junction is due to many two-level positional switching of electrode atoms. We demonstrate how the character of the electronic coupling in single-molecule junctions determines the flicker noise-conductance relation. Specifically, we show that through-bond coupling leads to a linear noise-conductance relation, while through-space coupling results in a quadratic one. This gives us ability to distinguish between through-space and through-bond coupling at metal-organic interfaces without referring to electronic structures.
4.7 Supporting Information

4.7.1 Set-up and Measurement Details

The Experimental Set-up

The block diagram of the room temperature experimental set-up is shown in Figure 4.5A. A voltage is applied to the junction using a digital to analog converter (NI PXI-4461), while the current through the junction is converted to voltage using a transimpedance amplifier (Keithley 428-PROG and Femto DLPCA-200). The voltage output of the transimpedance amplifier and the voltage across the junction are recorded at 100 kS/s using A/D inputs on the NI PXI-4461. A resistor ($R_s$) is placed in series with the junction to prevent an overload in the transimpedance amplifier when the junction resistance is low. Neither the transimpedance amplifier nor the data acquisition card have a $1/f$ noise comparable to what we measure for the junctions. Mechanical perturbations to our set-up are damped above 5 Hz by a two-stage vibration isolation system. The resonance frequency of our piezoelectric transducer is around 10 kHz.
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Figure 4.5: (A) Block diagram of STM-BJ circuitry used for both room temperature and low-temperature measurements. (B) Details of the circuit showing all resistances and capacitances.

Figure 4.5B shows the circuit diagram: $C_1$, $C_2$, $C_3$ are the cable capacitances, $C_j$ denotes the junction capacitance. The transimpedance amplifier has a 50 $\Omega$ input impedance. Since any current that passes through $C_1$ does not go through the junction, $C_1$ does not affect the measured current. Although $C_2$ has an impedance comparable to the junction impedance at 1 kHz, it does not affect the conductance measurement since the junction conductance is obtained by dividing the measured current through the junction by the measured voltage across the junction. $C_3$ is in parallel with the transimpedance amplifier. At 1 kHz, the impedance of $C_3$ is $6.4 \times 10^6$ $\Omega$ which is not comparable to 50 $\Omega$ input impedance of the amplifier thus $C_3$ does not affect the measurement. The effect
of $C_j$ on conductance measurement depends on $R_s$. In the absence of the series resistor, $C_j$ does not affect the DC conductance measurement. However, when the series resistor is present, the voltage across the junction changes with the junction resistance, which involves charging or discharging of $C_j$. From the RC time constant for this capacitor (with $R_s = 100 \, \text{k} \Omega$) we see that frequency beyond which these capacitive effects matter is 1 MHz, well above the range used here, thus the junction capacitance not does limit the measurements presented here. For experimental verification, we obtain the transfer function within the measurement bandwidth by measuring the current through the circuit while applying a white voltage noise when the gold tip is in contact with the substrate. The transfer function within 100 Hz to 1 kHz bandwidth is flat and equal to 1 as shown in Figure 4.6A.

**Figure 4.6:** (A) The transfer functions of the experimental set-up within the experimental bandwidth. The traces are offset vertically for clarity. (B) Comparison of conductance of 10 MOhm resistor and a molecular junction measured with the experimental set-up showing that the instrument noise is negligible.

Analysis of Additional Noise Sources
The additional noise sources can be divided into two categories: instrumental and physical noise. The former contains noise from the current to voltage (IV) converter, the voltage probe and the voltage source. The latter contains shot noise and thermal noise.

Room Temperature Measurements:

The total measured instrumental conductance noise within the measurement bandwidth (100-1000 Hz) is $3.4 \times 10^{-13} \, G_0^2$ for tunnel junction and molecular junction measurements at room temperature. This is measured using a NI-PXI 4461 voltage probe, a Keithley 428-PROG gain $10^6$ IV converter under a bias voltage of 200 mV applied using the NI-PXI 4461 card. The instrumental conductance noise for the gold point-contact at room temperature is $4.4 \times 10^{-11} \, G_0^2$. This is measured using a NI-PXI 4461 voltage probe, a Femto DLPCA-200 gain $10^5$ IV converter under a bias voltage of 50 mV applied using the NI-PXI 4461 card. These values are at least two orders of magnitude smaller than the flicker noise measured for the corresponding junctions (see Figure 4.2, Figure 4.9 and 4.10) thus instrumental noise is clearly not significant. The manufacturer reported noise in the voltage source is less than $8.5 \times 10^{-15} \, V^2/Hz$ and not measurable with the voltage probe. The corresponding conductance noise in each system is orders of magnitudes less than the instrumental noise originating from the IV converters and the voltage probe, and is therefore insignificant. In Figure 4.6B, we compare the conductance of a 10 MΩ resistor and a molecular junction measured with the same set-up where it is clear that the instrument noise is negligible.

The thermal current noise of a junction is given by $4kT/R \, A^2/Hz$. The corresponding conductance noise is $4.8 \times 10^{-12}/G \, G_0$ for molecular junctions and tunnel junctions measured under a 200 mV DC bias, and $7.7 \times 10^{-11}/G \, G_0$ for gold point-contacts measured under a 50 mV DC bias, where $G$ is in the units of $G_0$. These numbers are orders of magnitudes smaller than the instrumental noise for the corresponding junctions and can...
safely be neglected. Shot noise in gold point-contacts is even smaller than thermal noise at room temperature, and requires lock-in type measurements and RF amplifiers. [148], [160] To date, shot noise in molecular junctions and tunnel junctions at room temperature has not been measured. Therefore, our flicker noise measurements at room temperature are clearly orders of magnitude above any instrumental noise and much larger than other noise of physical origin.

Low Temperature Measurements:

The measured instrumental conductance noise density at 100 Hz is $2.8 \times 10^{-17} \frac{G_0}{Hz}$ for tunnel junction low temperature measurements. This is measured using a NI-PXI 4461 voltage probe, a Femto DLPCA-200 gain $10^7$ IV converter under a bias voltage of 100 mV applied using the NI-PXI 4461 card. The measured instrumental conductance noise density at 100 Hz is $5.2 \times 10^{-12} \frac{G_0^2}{Hz}$ for gold point-contact measurements at 77 K. This is measured using a NI-PXI 4461 voltage probe, a Femto DLPCA-200 gain $10^4$ IV converter under a bias voltage of 50 mV applied using the NI-PXI 4461 card. These values are obtained by measuring the conductance noise after the corresponding junction ruptures. This noise is primarily due to the thermal noise in the IV converters. In the analysis of tunnel junctions, the noise power density is normalized by the square of conductance to remove conductance dependence. The contribution to measured normalized noise from the instrumental noise floor is $2.8 \times 10^{-10} \frac{Hz}{Hz}$ for junctions with a conductance of $10^{-3.5}$ $G_0$ and $2.8 \times 10^{-14} \frac{Hz}{Hz}$ for junctions with a conductance of $10^{-1.5}$ $G_0$. These values are much smaller than the normalized conductance noise measured in our experiments as shown in Figure 4.3B and Figure 4.8. The thermal noise in all systems is smaller than the room temperature thermal noise, while shot noise is temperature independent. Thus, the thermal noise and shot noise are orders of magnitudes smaller than the instrumental noise. The primary source of signal observed at low temperatures in the absence of
two-level fluctuations is due to the drifts in the piezoelectric transducer rather than the
instrumental noise or noises of physical origin. We note that the drift induced noise is
insignificant compared to the noise measured at room temperature.

4.7.2 Gold Point-Contacts with Mechanical Perturbation

To probe the relation between flicker noise and the mechanical stability of a gold point-
contact, an AC oscillation at 10 kHz with amplitude around 0.1 nm is applied to the tip
during the noise measurement. The conductance change due to the mechanical perturba-
tion is determined from the AC component of the conductance at 10 kHz.

In Figure 4.7A, we show the conductance change due to AC oscillation of the tip at 10
kHz against the average conductance for 50000 gold point-contacts as a two-dimensional
histogram. We see dips at conductance values slightly lower than the integer multiples of
$G_0$ similar to what was seen in Figure 4.2A of the manuscript. The 10 kHz conductance
change scales with $G^{0.6}$ above $4G_0$, again similar to what is seen in Figure 4.2A ($G^{0.5}$)
indicating that the atoms on the periphery of the junction are primarily responsible for
the change in conductance upon mechanical perturbation.
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Figure 4.7: (A) Two-dimensional histogram of the conductance change due to the mechanical perturbation against the average conductance in gold point-contacts. (B) Two-dimensional histogram of the normalized conductance change due to the mechanical perturbation against the normalized flicker noise power in gold point-contacts.

We show, in Figure 4.7B the correlation between the flicker noise power normalized by $G_0^{0.5}$ (from data shown in Figure 4.3A) and the conductance change due to the mechanical perturbation normalized by $G_0^{0.6}$ (from Figure 4.7A). The clear correlation seen here demonstrates that junctions that are more susceptible conductance change upon mechanical perturbation experience more flicker noise.

4.7.3 Scaling of Flicker Noise in Tunnel Junctions

For $G(z) = G_0 e^{-\beta z}$ and a Gaussian distribution of $z$, $p(z) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(z-z_0)^2}{2\sigma^2}}$, the average conductance is

$$< G > = \int_{-\infty}^{\infty} dz G_0 e^{-\beta z} \frac{1}{\sqrt{2\pi \sigma^2}} e^{\frac{(z-z_0)^2}{2\sigma^2}}$$  

(4.1)
Upon integration, this yields

\[
< G > = G_c e^{-\beta z + \beta^2 \sigma^2}
\] (4.2)

Likewise, for the average of the square of fluctuations,

\[
< \Delta G^2 > = \int_{-\infty}^{\infty} dz G_c^2 e^{-2\beta z} \frac{1}{\sqrt{2\pi}\sigma^2} e^{\frac{(z-z_0)^2}{2\sigma^2}} - < G >^2
\] (4.3)

which yields

\[
< \Delta G^2 >= < G >^2 \left[ e^{2\beta^2 \sigma^2} - 1 \right]
\] (4.4)

which clearly shows the noise power is proportional to \(< G >^2\)

### 4.7.4 Scaling of Flicker Noise in Gold Point-Contacts

The conductance of a gold point-contact is approximately one unit of \(G_0\) per atom in the contact cross-section area. Fluctuations due to Au atom motion take place at the edge of the contact area, so the number of possible sites subject to fluctuations should scale with the circumference of the junction, assuming these sites are accessible to diffusing atoms. While junctions that approach a single atom scale may be physically less accessible due to mechanical elongation and deformation, junctions above a certain conductance or area should have an accessible circumference. We assume that flicker noise is the net effect of independent events where each available site around the circumference can host a fluctuating, two-level system. Then the flicker noise power, which scales as the number of two-level systems, is proportional to the square root of the conductance.
4.7.5 Voltage Dependence of Flicker Noise

There are two possible mechanisms for noise increase with the bias voltage; a local heating of the junction due to loss of electron energy by scattering that excites vibrations or a lowering of potential barrier for atomic motion on the electrodes. [149]–[151] In order to distinguish between the two different mechanisms, we measure the conductance noise in tunnel junctions at voltages ranging from 100 mV to 500 mV with conductance ranging from $10^{-1.4} G_0$ to $10^{-4} G_0$. In Figure 4.8A, red and blue circles show the voltage dependence of conductance noise power density at 100 Hz at 5.5 K with conductance $10^{-2\pm0.5} G_0$ and $10^{-3\pm0.5} G_0$ respectively. Dots represent the measured values, empty circles represent the values after background subtraction. As stated in the manuscript, for all low-temperature data, we choose to take the noise density at 100 Hz instead of integrating from 100 Hz to 1 kHz to minimize impact from external noise in the set-up. If the increase in the noise is due to a local heating of the electrodes, the average local temperature of junctions can be determined from the temperature dependence of the low-bias flicker noise measurements (e.g., the green trace in Figure 4.3B). Under a 0.5 V bias, junctions with conductance $10^{-2\pm0.5} G_0$ and $10^{-3\pm0.5} G_0$ have a noise power density of $3.7 \times 10^{-7}$ Hz$^{-1}$ and $1.4 \times 10^{-7}$ Hz$^{-1}$ respectively, according to the exponential dependence of noise on temperature in Figure 4.3B, which would imply a very modest difference in temperature (≈25 K). However, these junctions differ in conductance by an order of magnitude, and in general, one would expect that local heating, which scales approximately as $GV^2$, would be significantly larger for junctions with higher conductance. Therefore, local heating cannot explain the voltage-induced noise measured here. We also see that the noise increases exponentially with the applied voltage. This indicates that the voltage effectively decreases the barrier for atomic motion on the electrode surfaces, yielding a modified two-level system as detailed by Muller, et.al. [156]
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Figure 4.8: (A) The noise power density at 100 Hz normalized by the square of the average junction conductance plotted against the bias voltage in tunnel junctions with the average conductance around $10^{-2 \pm 0.5} G_0$ (red) and $10^{-3 \pm 0.5} G_0$ (blue). Dots represent the measured values, empty circles represent the values after background subtraction. (B) Histograms for the conductance noise power density at 100 Hz in gold point-contacts with a conductance ranging between 3 $G_0$ and 6 $G_0$.

In gold point-contacts, at 77 K, we do not see switching events under 50 mV bias voltage. However, as we increase the bias, conductance fluctuations are observed as shown in Figure 4.8B as the noise density is increasing above the experimental noise floor obtained at 50 mV bias voltage.

4.7.6 DFT Calculation Details

For the DFT studies, model structures were developed based on a 3 monolayer (ML) slab of gold atoms modeling a close-packed (111) surface, with different adatom superstructures added on one side and a minimum of 10 Å of vacuum separation. The back
two ML were held fixed at distances according to the cubic lattice parameter of $a=4.175$ Å, determined from the optimized bulk lattice parameter computed under the present computational conditions (PAW method with the PBE function, 400 eV energy cutoff to determine the planewave basis set size and a uniform, G-centered mesh of k-points with 15 points in each direction to sample the Brillouin zone). Surface supercells with area $3\times3$, $4\times4$ and $5\times5$ relative to the basic hexagonal unit cell were considered, giving different degrees of separation between periodic replicas of the adatom superstructures. Surface Brillouin sampling was roughly commensurate with 15 k-points in each direction in the bulk. Potential surfaces displayed in Figure 4.3 were mapped between metastable basins. Initial coordinates were obtained by linear interpolations, followed by relaxation with the x-y coordinates of the adatom under study held fixed. Dipole corrections were included for test structures, but found to have no appreciable impact on the energy differences reported here (1 meV scale). All of the results reported in Figure 4.3C were obtained with $4\times4$ supercells. The basic energies characterizing adatom diffusion (hcp to fcc hollow energy difference [32, 49, 55 meV] and bridge site barrier from the fcc hollow [129, 140, 143 meV]) depend only weakly on super cell size ($3\times3$, $4\times4$ and $5\times5$, respectively). However, the potential pathway for separation of an atom away from a larger superstructure, such as dissociation of the 5 atom structure in Figure 4.3E into a 4 atom pyramid and a separated adatom, show larger variations with supercell size. In particular, with an increase to a $5\times5$ cell, the relative energy of the structure with the separated adatom increased from 370 to 460 meV in the first hcp metastable site and from 370 to 450 meV in the next fcc metastable site. Periodic replicas are close enough to influence the energetics, largely due to strain effects. Direct estimates of electrostatic dipole effects were much smaller. Overall, since our purpose is to illustrate scenarios and the real surfaces under study are likely rough, such variations largely serve to underscore the diversity of energy barriers.
that govern Au atomic rearrangements under realistic conditions.

### 4.7.7 Scaling of Flicker Noise in Molecular Junctions

In the top panel of Figure 4.9, we show two-dimensional histograms of flicker noise power against conductance. A power-law dependence between these observables is seen in these figures with noise power being proportional to $G^n$ where $n$ is the scaling exponent.

![Figure 4.9](image)

**Figure 4.9:** (Top) Two-dimensional histograms of the flicker noise power against the average conductance for molecules 1, 2, and 3 respectively. (Bottom) Two-dimensional histograms of the flicker noise power normalized by $G^{1.1}$, $G^{1.7}$ and $G^{1.0}$ against the average conductance for molecules 1, 2, and 3 respectively.
In order to determine the scaling exponent, we normalize the flicker noise power by $G^n$ using values for $n$ ranging from 0.5 to 2.5 in steps of 0.01. For each $n$, we obtain the correlation between the normalized flicker noise power and the average conductance by fitting to the bivariate normal distribution. The value of $n$ that leads to zero correlation between the normalized flicker noise power and the average conductance is taken as the scaling exponent. Results from this analysis for molecules 1, 2 and 3 are shown in Figure 4.9. In addition, we show data for a control through-bond coupled molecule, 1,2-
bis(4,4-dimethylthiochroman-6-yl)ethylene (4), and a second hybrid molecule with one through-bond and one through-space coupling (5) in Figure 4.10. The synthesis of these compounds are described in Batra et al. [168] and Meisner et al. [142] Molecule 4 has a scaling exponent of 1.2 while molecule 5 has a scaling exponent of 1.7.

4.7.8 Model for Scaling of Flicker Noise Power in Molecular Junctions

In the simplest physical picture, the transmission function \( T(E) \) that describes the probability of charge transfer across a molecular junction can be modeled by a Lorentzian function [80] and we have

\[
T(E) = \frac{\Gamma_1 \Gamma_2}{(E - E_{\text{Frontier}})^2 + (\Gamma_1 + \Gamma_2)^2/4} \tag{4.5}
\]

where, \( E_{\text{Frontier}} \) denotes the position of the frontier molecular orbital level relative to the Fermi level \( E_F \). For low bias measurements, \( G = G_0 T(E_F) \). Then, in the limit that \( \Gamma \) is much smaller than \( E_{\text{Frontier}} \), the conductance can be approximated as

\[
G = G_0 \frac{\Gamma_1 \Gamma_2}{(E - E_{\text{Frontier}})^2} \tag{4.6}
\]

Now, while the fluctuations on the two sides of the junction are independent, assume that the average electronic coupling \( \Gamma_{AVG} \) and the range of the fluctuations \( \Delta \Gamma \) are the same. Then the fluctuations in conductance can be written as

\[
\Delta G = 2G_{AVG} \frac{\Delta \Gamma}{\Gamma_{AVG}} \tag{4.7}
\]
where $G_{AVG} = G_0 \frac{r_{AVG}^2}{(E-E_{Frontier})^2}$

In a through-space coupled system, the molecular orbital coupling strength ($\Gamma$) decreases exponentially with the distance, because $\Gamma$ is proportional to the overlap between the exponentially decaying tails of the electrode and molecular wavefunctions. The effect of the motion of the electrode atoms (the two-level fluctuations) on $\Gamma$ comes from the modification of the distance between coupling sites, $z$, as

$$\Gamma = A e^{-\beta z}$$  \hspace{1cm} (4.8)

where $\beta$ is the decay constant and $A$ is a prefactor. This can be written as

$$\Gamma = A e^{-\beta z_o} e^{-\beta (z-z_o)}$$  \hspace{1cm} (4.9)

where $z_o$ is the average distance between through-space coupled sites. Similar to the derivation presented in the manuscript for tunnel junction, we get

$$\Gamma = \Gamma_{AVG} \frac{e^{-\beta (z-z_o)}}{< e^{-\beta (z-z_o)}> }$$  \hspace{1cm} (4.10)

where $\Gamma_{AVG} = A e^{-\beta z_o} < e^{-\beta (z-z_o)}>$

Therefore, the fluctuations in $\Gamma$ are proportional to $\Gamma_{AVG}$. Assuming both electrodes are coupled through-space to the molecule, we have $\Delta \Gamma / \Gamma_{AVG}$ as a constant and according to Eq. 4.7, we find that $\Delta G \propto G_{AVG}$. Therefore, the flicker noise power scales with $G_{AVG}^2$ in a system with only through-space electronic coupling at the electrodes. This is in parallel with the vacuum tunneling case already considered.

When the electronic coupling is through-bond, the mechanical bond (Au-S donor-acceptor in the cases under study here) puts constraints on the bond length and other
geometrical factors, such as bond and backbone orientation that influence the electronic coupling. The adjacent electrode structure including the Au atomic organization around the point of contact Au atom, also affects the electronic coupling. [94] If we consider the ensemble of junctions, all of these factors change with each junction in the ensemble resulting in a distribution of electronic coupling and conductance. However, in a given junction, we hypothesize that the primary source of fluctuations is confined to the Au atomic organization. Therefore, we expect the range of the dynamical fluctuations ($\Delta \Gamma$) to be independent of the average value for a given junction ($\Gamma_{AVG}$), as born out by explicit simulations. [94] In this case, following the derivation above, we get

$$\Delta \Gamma = G_0^{0.5} G_{AVG}^{0.5} \Delta \Gamma / E_{Frontier}$$

(4.11)

Since $E_{Frontier}$ depends only weakly on $\Gamma$, [94] the flicker noise magnitude scales with $G_{AVG}^{0.5}$, hence the flicker noise power scales with $G_{AVG}$ in such a system.

To understand the behavior of a hybrid system, we consider a single molecular level connected to the electrodes by a through bond coupling ($\Gamma_1 = \Gamma_{bond}$) on one side and a through-space ($\Gamma_2 = \Gamma_{space}$) coupling on the other. In order to sample the conductance fluctuations, we use Eq. 4.5 together with a Monte-Carlo simulation in which, for each junction in the ensemble, we pick a value for $\Gamma_{bond}$ and $\Gamma_{space}$ assuming lognormal distributions, with the form

$$f(\Gamma) = \frac{1}{\Gamma \sigma \sqrt{2\pi}} e^{-\log(\Gamma/\Gamma_0)^2 / 2\sigma^2}$$

(4.12)

parameterized by a median value $\Gamma_0$ and a standard deviation $\sigma$. Here, $\Gamma_0$ has units of energy while $\sigma$ is unitless. This choice is motivated by the experimental observation that logarithmically binned conductance histograms show normal peak distributions. With the
approximation of a fixed value of $E_{\text{Frontier}}$, this regenerates the conductance distribution. For the simulation discussed below, we consider two such lognormal distributions defined in Eq. 4.12 above, one for each side of the junction with a median value $\Gamma_{0,\text{space}}$ and $\Gamma_{0,\text{bond}}$ and a corresponding standard deviation $\sigma_{\text{space}}$ and $\sigma_{\text{bond}}$.

**Figure 4.11:** (A) Two-dimensional histogram of the conductance noise power against the average conductance from the Monte Carlo simulation. The parameters used for this simulation are: $\Gamma_{0,\text{bond}} = 90$ meV, $\Gamma_{0,\text{space}} = 9$ meV, $\sigma_{\text{bond}} = 0.47$, $\sigma_{\text{space}} = 0.74$, $\sigma_{\text{noise}} = 14$ meV. (B) The scaling exponent versus the standard deviation of the through-space coupling strength.

To simulate the conductance fluctuations, we assume that $\Gamma_{\text{bond}}$ varies in time through a white Gaussian noise with zero mean and standard deviation $\sigma_{\text{noise}}$. This models a fluctuation in $\Gamma_{\text{bond}}$ that is independent of $\Gamma_{\text{bond}}$. We then assume that $\Gamma_{\text{space}}$ varies in time through a noise that is the product of $\Gamma_{\text{space}}/\Gamma_{\text{bond}}$ and a white Gaussian noise with zero mean and standard deviation $\sigma_{\text{noise}}$. $\Gamma_{\text{bond}}$, $\Gamma_{\text{space}}$ and $\sigma_{\text{noise}}$ has units of energy. This allows us to have a $\Gamma_{\text{space}}$ with fluctuations proportional to $\Gamma_{\text{space}}$, as detailed above.
CHAPTER 4. FLICKER NOISE CHARACTERISTICS OF SINGLE-MOLECULE JUNCTIONS

The factor of $\Gamma_{\text{bond}}$ is introduced to ensure that when $\Gamma_{\text{space}} = \Gamma_{\text{bond}}$, fluctuations in $\Gamma_{\text{space}}$ are on the same scale with $\Gamma_{\text{bond}}$ since noise source is the same in both cases. Next, conductance traces are calculated by assuming single-Lorentzian transmission with conducting molecular orbital located 2 eV away from the Fermi level, though choice of this value is not important since it is just a multiplicative factor relating coupling to conductance. The average conductance and the conductance noise power (the variance of the conductance) are obtained for each trace. This procedure is repeated 10000 times to create a two-dimensional histograms of the conductance noise power versus the average conductance as shown in Figure 4.11A. For this simulation, we tune the parameters $\Gamma_{0,\text{bond}}$, $\Gamma_{0,\text{space}}$, $\sigma_{\text{bond}}$, $\sigma_{\text{space}}$ and $\sigma_{\text{noise}}$ to model the results of molecule 2 shown in Figure 4.9.

Next, we vary the model parameters to understand how they affect the noise scaling exponent. We find that $\Gamma_{0,\text{bond}}$, $\Gamma_{0,\text{space}}$ and $\sigma_{\text{noise}}$ do not affect the scaling exponent. However the ratio between $\sigma_{\text{bond}}$ and $\sigma_{\text{space}}$ does control it. To demonstrate this, we fix $\sigma_{\text{bond}}$ at 0.47 and vary $\sigma_{\text{space}}$ from 0.2 to 0.9. We find that the scaling exponent ranges from 1.1 to 1.8 over this range as shown in Figure 4.11B. For $\sigma_{\text{bond}} = \sigma_{\text{space}}$, we get an exponent of 1.5. We conclude that the hybrid systems we have studied experimentally have a $\Gamma_{\text{space}}$ that varies more from junction to junction than $\Gamma_{\text{bond}}$, consistent with the fact that the width of the conductance histogram for 2 is larger than that of 1.

4.7.9 Rotations and Rupture of the Au-S Linker Bond

Rotations about the Au-linker bond: In order to examine the effect of linker rotations on flicker noise in molecular systems, we compare results from measurements of 1 and 4. Junctions formed with 4 have the orientation of the Au-S bond rigidly locked relative to the terminal benzene rings, while in 1, this Au-S bond can rotate freely (see Figure 4.10A for chemical structure). [167] In Figure 4.12A, we compare the flicker noise power of 1 and
and see that these are very similar. Furthermore, as we have shown, in Figure 4.10B, flicker noise scales with $G^{1.2}$, which is very similar to the behavior of the other through-bond systems investigated here. We conclude that the rotations about the Au-S bond in 1 do not contribute to flicker noise measured here.

Rupture and reattachment of the Au-linker bond: Prior DFT calculations indicate that the Au-S bond has a binding energy of about 0.6 eV. [167], [169] At room temperature, within the 100 ms experimental timescale, events that involve the linker-Au bond rupture are observable. We find that 10% of molecular junctions do rupture during 100 ms measurement time. These are however not included in our noise analysis, thus the relevant Au-linker bond rupture events that can contribute to the measured noise involve junctions where the bond ruptures and reforms within the 100 ms measurement time. To see how frequently such events are measured, we compare conductance data during the 100 ms section for 1, 2 and 3 junctions with that of the instrument noise determined after a junction is broken. In Figure 4.12B, we show histograms of these conductance data and see that there is no overlap in the conductance histograms from traces that are selected for noise measurements and the experimental noise floor. This indicates that a rupture followed by a reattachment process does not happen within 100 ms timescale. We therefore conclude that the measured noise does not result from events involving the Au-S bond rupturing and reforming.
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Figure 4.12: (A) Histograms of the flicker noise power for molecule 1 and 4. (B) Conductance histograms compiled from the constant displacement sections of the traces that show molecular junctions at the beginning and at the end of the constant displacement section for three molecular systems (red, blue, black) and the conductance histogram of the experimental background (green), which does not overlap the other histograms.
Chapter 5

Evidence for Optically Induced Charge Transfer Through Single-Molecule Junctions

5.1 Preface

This chapter is based on the manuscript entitled Evidence for Optically Induced Charge Transfer Through Single-Molecule Junctions by Olgun Adak, Diego Scarabelli and Latha Venkataraman.

5.2 Abstract

We investigate light induced charge transport through single-molecule junctions, tunnel junctions and gold point-contacts. We demonstrate that lock-in photocurrent measurements in these nano-junctions give rise to spurious photocurrents resulting from laser induced thermal expansion. We develop an experimental technique that distinguishes
between the thermal expansion induced photocurrents and the optical currents that arise from photon absorption and emission of electrons during charge transport. By using this technique, we provide evidence for photon absorption during charge transport through 4,4’-bipyridine single-molecule junctions and further demonstrate that the electric field enhancement factor in this system is around 20 which is good agreement with the tip enhanced Raman spectroscopy and field emission measurements.

5.3 Introduction

The ability to control charge transport across single-molecule devices using light would provide a fundamental break-through in our ability to achieve device functionality at the nanometer scale. \cite{71} Theoretical studies have long predicted that conductance of a molecule could be enhanced upon light illumination in the optical or the near-infrared range of the spectrum. \cite{34}, \cite{170}, \cite{171} The photon flux necessary to observe these predicted effects is often much larger than what can be achieved experimentally. However, with the advances in the field of photonics, electromagnetic fields can be concentrated into small nano-cavities by exploiting the plasmonic properties of the noble metals making it potentially feasible to observe photo-induced charge transport through single-molecule junctions. \cite{172}–\cite{177} The first steps towards achieving the optical control of charge transport through single-molecule junctions were the observation of photocurrents in tunnel junctions and metallic point-contacts. \cite{178}–\cite{184} More recently, light induced charge transport through single-molecule junctions has been realized by creating enhanced local electric fields by exploiting the plasmonic properties of the electrodes. \cite{185}, \cite{186} However, the thermal effects of the incident electromagnetic radiation have often not been accounted for in these experiments, leaving some doubts on the validity of the conclusions presented. \cite{185}, \cite{186}
Here, we investigate the photocurrent characteristics of single-molecule junctions, tunnel junctions and gold point-contacts with the aim of gaining a deeper insight into the mechanisms that give rise to light induced charge transport. We find that a large component of the observed photocurrents in all systems results primarily from thermal expansion induced by the light absorption in the electrodes. We further develop a technique that differentiates between the optical currents and the thermally induced photocurrents due to laser heating. Using this technique, we show that the light induced AC voltage in single-molecule junctions is small, and consistent with a plasmonic electric field enhancement factor around 20.

Electron transport through molecular junctions, tunnel junctions and gold point-contacts can be understood by a transmission model in which an electron propagating towards the junction has an energy dependent transmission probability. [5], [6], [187] In this model, the effect of the light illumination on the junction conductance is two-fold: When light is incident onto a single-molecule junction, a tunnel junction or a gold point-contact, it induces optical transitions in the electrodes. This leads to the smearing of the electron Fermi distribution due to electronic heating as well the creation of a hot electron population above the Fermi level. [27] When the electronic energy distribution is altered, the junction conductance is modified if the electron transmission probability depends on energy. Additionally, depending on the details of the electrode structure, light may launch surface electron density waves which propagate on the metal surface. [177], [188] These electron density waves or surface plasmons can concentrate light into sub-nanometer volumes and enhance the local electromagnetic fields near the junction. [172]–[177] Unlike the hot electron generation due to light absorption in the leads, in this case, an electric field oscillating at the light frequency builds across the junction. Electrons transmitted across the junction may couple to this field, undergoing an optical transition, which in
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turn modifies the electron transmission probability. [170], [171]

In the standard electron transport model, in the presence of an electromagnetic field when an electron can absorb or emit photons during charge transport, the current through the junction is given by [171]

$$I(V) = \frac{G_0}{e} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} J_n^2 \left( \frac{eV_{\text{opt}}}{\hbar \omega} \right) T(E + nh\omega) \left[ f_L(E + eV/2) - f_R(E - eV/2) \right] dE$$  \hspace{1cm} (5.1)

where $V_{\text{opt}}$ is the AC voltage generated across the junction by the light, $\omega$ is the light frequency, $J_n$ denotes the $n^{th}$ order the Bessel function of the first kind which gives the transition amplitude for emitting and absorbing $n$ photons, $V$ is the applied bias voltage, $f_L$ and $f_R$ are the Fermi distributions of the left and right electrodes, $T(E)$ is the transmission function and $G_0$ is the conductance quantum. We note the effect of hot electron generation in the electrodes can simply be taken into account by replacing the equilibrium Fermi distributions with steady state non-equilibrium ones. However, due to an efficient electron-electron and electron-phonon coupling in metals, the effect of changes to the equilibrium Fermi distribution at the micro-second time scales, relevant to experiments, can be neglected as detailed in Section 5.6.1. [27]–[32]

When $eV_{\text{opt}} \ll \hbar \omega$, the multiple photon absorption and emission processes ($|n| > 1$) can be neglected. Approximating to a second order in $eV_{\text{opt}}/\hbar \omega$, Eq. 5.1 can be written as

$$I(V) = I_D[T(E)] + \frac{1}{4} \left( \frac{eV_{\text{opt}}}{\hbar \omega} \right)^2 \left( I_D[T(E + \hbar \omega)] + I_D[T(E - \hbar \omega)] - 2I_D[T(E)] \right)$$  \hspace{1cm} (5.2)

where $I_D$ denotes the DC current without light.

The second term on the right hand side of Eq. 5.2 is the optical current which can be thought of as the dark DC current determined by shifting $T(E)$ by $\pm \hbar \omega$. We note that
a form similar to Eq. 5.2 is used in literature where the applied DC voltage is shifted by $\hbar \omega$, instead of considering a shifted transmission function; however, such an expression must carefully consider the effect of the optical voltage on both electrodes, not just one, as discussed in detail in the work of Platero et.al. [171] For a molecular junction, $T(E)$ can often be described using a Lorentzian form with only two parameters: the alignment of the dominant molecular orbital relative to the electrode Fermi level ($E_{\text{level}}$) and the broadening of this orbital due to hybridization with the electrodes ($\Gamma$). [79], [80]

$$T(E) = \frac{(\Gamma/2)^2}{(E - E_{\text{level}})^2 + (\Gamma/2)^2} \quad (5.3)$$

Referring to Eq. 5.2 and Eq. 5.3 above, we see that the photocurrent is maximal when the photon energy is in resonance with a transmission peak, i.e. when $\hbar \omega = E_{\text{level}}$. With this introduction to the mechanism of photo-induced charge transport in nanoscale junctions, we turn to our experimental methods and results.

We use a scanning tunneling microscope-based break-junction set-up with optical imaging capability to form gold point-contacts, tunnel junctions and single-molecule junctions (see Figure 5.1A for schematic representation of the studied systems, and see Section 5.6.2 and Figure 5.5 for the experimental details). [36], [37] The photocurrent measurements are performed using a lock-in type measurement technique in which the light intensity is being modulated by driving the laser diode with an AC current in addition to a DC current. At the same time, the current through the junction is measured and recorded over a bandwidth of 0-50 kHz. In order to obtain the photocurrent, the current at the light modulation frequency is extracted from the frequency domain representation of the junction current obtained by using the Fourier transform (see Figure 5.1B).
Figure 5.1: (A) Schematic representation of the systems studied. (B) The frequency domain representation of the current through a gold point-contact under 658 nm light with a peak intensity of 300 kW/cm$^2$ modulated at 20 kHz and a tip displacement modulation of 0.1 Å at 7 kHz. Inset: The conductance trace for the gold point-contact.

5.4 Results and Discussion

We first perform photocurrent measurements in tunnel junctions with conductance ranging from $10^{-5}$ to $10^{-1} G_0$ and gold point-contacts with conductance ranging from 1 to 25 $G_0$ under 658 nm light with a peak intensity of 300 kW/cm$^2$ modulated at 20 kHz. In Figure 5.2, we show the two-dimensional histograms of the photocurrent against the junction conductance for over 30000 different tunnel junctions and 60000 different gold point-contacts. We observe that the photocurrent scales linearly with the junction conductance in tunnel junctions. In gold point-contacts, there is a sub-linear relation and a sharp decrease in the photocurrent at the integer multiples of $G_0$. We argue that the observed behavior is consistent with a light induced thermal expansion effect rather than
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an optical rectification or hot electron transport. [189], [190] As the electrodes absorb
light, their temperature increases slightly. Since the light intensity is being modulated,
the electrode temperature is also modulated at the same frequency. This, in turn, mod-
ulates the separation between the electrodes, altering the conductance and the current
measured across the gold point-contacts or the tunnel junctions at the light modulation
frequency. To demonstrate that the primary effect of modulating the light intensity in
these experiments is a thermal expansion induced current, we imitate the thermal expan-
sion by incorporating a small oscillatory mechanical motion (0.1 Å amplitude) into one of
the electrodes at a frequency different than the light modulation frequency (at 7 kHz in
this case, as shown in Figure 5.1B). We measure, simultaneously, the current at 20 kHz
(due to the light) and the current at 7kHz (due to the mechanical perturbation) which
we denote 'mechanical current’ for all junctions.
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Figure 5.2: Two-dimensional histograms of the photocurrent (under 658 nm light with 300 kW/cm² peak intensity modulated at 20 kHz) against the junction conductance in (A) tunnel junctions and (B) gold point-contacts. Inset: Two-dimensional histograms of the photocurrent (under 658 nm light with 300 kW/cm² peak intensity modulated at 20 kHz) against the mechanical current (with a tip displacement modulation of 0.1 Å at 7 kHz).

In Figure 5.2A and B insets, we show the two-dimensional histogram of the photocurrent against the mechanical current for over 30000 tunnel junctions and 60000 gold point contacts. The photocurrent correlates strongly with the mechanical current in both systems. This demonstrates that the observed photocurrents in tunnel junctions and gold point-contacts are in large part due to the thermal expansion of the electrodes. Any additional optically induced current should thus be distinguished from the thermal expansion effect of the light. We note that the correlations are not perfect because the mechanical modulation does not capture exactly the changes in the electrode separation caused by thermal expansion. We further do not find any qualitative difference when these exper-
iments are repeated using 405 nm and 908 nm light (see Section 5.6.3 and Figure 5.6). Importantly, in order to obtain the same photocurrent, the laser power at 405 nm has to be decreased by a factor of 15; while it has to be increased by a factor of about 3 with 980 nm light. These findings are consistent with the fact that gold absorption is much higher at 405 nm due to available inter-band transitions when compared with 658 nm and 980 nm. [191]

Having established that the photocurrents through tunnel junctions and gold point-contacts are primarily due to laser induced heating, we investigate light induced electron transport in molecular junctions where the transmission functions have sharp resonances due to discrete molecular orbital energy levels that are coupled to the electrodes. We focus on junctions formed with 4,4'-bipyridine (BP) as the charge transport in this system is dominated by the LUMO located approximately 1.1 eV away from Fermi level which is accessible in the near-infrared range of the electromagnetic spectrum, and the transmission functions are well-approximated by a single Lorentzian. [69]

We first perform photocurrent and mechanical current measurements on BP with a 0.5 V DC bias voltage under 980 nm light with 150 kW/cm² peak intensity. In Figure 5.3, we show the two-dimensional histogram of the photocurrent against the mechanical current for 6000 BP junctions. We observe that the effect of light is imitated by a mechanical modulation of the electrode separation similar to the case of tunnel junctions and gold point-contacts. We further note that the photocurrent and the mechanical current vary by an order of magnitude.
According to Eq. 5.2, the optical current due to photon absorption and emission of electrons during charge transport has a quadratic dependence on the photovoltage which is proportional to the electric field between the electrodes and the electrode separation. In the STM geometry, the local electric field inside the cavity formed between the tip and the substrate is determined by the radius of curvature of the STM tip and the distance between the electrodes. [192] When the distance between the electrodes is much smaller than the radius of curvature of the STM tip, the local electric field depends weakly on the electrode separation. [192] Since the electrode separation of single-molecule junctions formed by BP is less than 10 Å [76] and STM tips used in this work are obtained by cutting a gold wire which should result in radius of curvatures much larger than a nanometer, we expect that the electric field between the electrodes does not increase appreciably.
upon decreasing the electrode separation. Therefore, one way to determine whether the photocurrent contains an optical current component is to see if the photocurrent gets smaller when the electrodes are pushed closer for a single-molecule junction which should decrease the photovoltage across the junction. The major challenge with this approach is that the molecular orbital coupling, thus the junction conductance, is highly sensitive to electrode separation; this strongly affects the thermal expansion current. As a result, one cannot directly compare the photocurrents before and after pushing the electrodes to see if there is an optical component. To overcome this, we define a ratio, $R$, as:

$$R = \frac{I_P}{I_M} = \frac{I_T + I_O}{I_M} = \alpha + \frac{I_O}{I_M}$$

Here, $I_P$ is the current at the light modulation frequency, which is a sum of a thermal expansion current $I_T$ and an optical current $I_O$. $I_M$ is the mechanical current and $\alpha$ is the ratio between $I_T$ and $I_M$.

According to Eq. 5.4, $R$ should be smaller for junctions with a smaller electrode separation, first due to a smaller photovoltage, and second due to a larger $I_M$ resulting from a larger molecular orbital coupling, as $\alpha$ does not depend on the junction conductance (see Section 5.6.4, Section 5.6.5, Figure 5.7, Figure 5.8 and Figure 5.9). Therefore, comparing $R$ in junctions with two different electrode separations, one can obtain evidence for a non-zero $I_O$.

We employ this method to probe the optical currents in BP single-molecule junctions under 980 nm light with 150 kW/cm$^2$ peak intensity. We first measure $I_P$ and $I_M$ for a single-molecule junction, then decrease the electrode separation about 4 Å, reducing the average electrode separation by about half [76], and then measure $I_P$ and $I_M$ again. We obtain two $R$ values for each junction, $R_B$ (before pushing the electrodes) and $R_A$ (after pushing the electrodes). To see if $R_A$ is systematically smaller than $R_B$, as one would
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expect if \( I_O \) is finite, we make a histogram of \( R_A/R_B \). We further repeat this measurement with 658 nm light where we do not expect to see a significant optical current, as no molecular orbital for a BP junction is in resonance with 658 nm light.

Figure 5.4: (A) Histograms of \( R_A/R_B \) under (red) 658 nm light with 90 kW/cm\(^2\) peak intensity modulated at 15 kHz and (gray) 980 nm light with 150 kW/cm\(^2\) peak intensity modulated at 15 kHz for BP single-molecule junctions with a tip displacement modulation of 1 Å at 10 kHz. (B) The simulated histogram with a \( V_{opt} \) of 14 mV, a 4 Å decrease in the electrode separation and assuming an initial electrode separation of 8 Å under (red) 658 nm light and (gray) 980 nm light.

In Figure 5.4A, we show the histogram of \( R_A/R_B \) obtained with a 0.5 V DC bias voltage under 980 nm (1.27 eV) light for 6000 BP single-molecule junctions and under 658 nm (1.88 eV) light for 3800 BP single-molecule junctions. We see that \( I_P/I_M \) exhibits a systematic decrease as the electrodes are pushed together with 980 nm light, while remains the same with 658 nm light. The fact that the histogram is centered at 1 with 658 nm indicates that on average, no optical current is present at this wavelength which is
consistent with the fact that there is no molecular resonance in the transmission function of BP around 1.88 eV. However, the systematic decrease in $I_P/I_M$ when the electrodes are pushed together with 980 nm light points to an optical current that is sensitive to the electrode separation. We further note that, on average, the optical current that leads to the observed shift in the histogram with 980 nm light corresponds to only 1% of the measured photocurrent and 0.2% of the total DC current.

We then estimate the photovoltage that would lead to the observed offset in the histogram in Figure 5.4A. According to Eq. 5.2, in order to calculate the optical current for a given $V_{opt}$, one needs to know the transmission function. However, the transmission function of BP is well-approximated by a single Lorentzian function (Eq. 5.3) where $E_{level}$ and $\Gamma$ can be determined experimentally using an AC spectroscopy technique which involves measuring the differential conductance and the non-linearity in conductance for a single-molecule junction; and fitting both to a single Lorentzian function.

Therefore, when we perform photocurrent measurements, we simultaneously determine $E_{level}$ and $\Gamma$ for each single-molecule junction. We calculate the optical current using Eq. 5.2 for a given $V_{opt}$ for each junction before and after pushing the electrodes. We subtract the calculated optical current from the measured photocurrent and remake the histogram presented in Figure 5.4A. We first note that $E_{level}$ is distributed around 1 eV before and after pushing the electrodes closer, while the average $\Gamma$ increases from 45 meV to 90 meV after pushing the electrodes closer (see Figure 5.8). In Figure 5.4B, we present the simulated histograms with a 14 mV $V_{opt}$ assuming an initial electrode separation of 8 Å; this is the average value for the initial electrode separation of BP single-molecule junctions which ranges between 5 Å and 10 Å. We can see that the optical currents arising from a 14 mV $V_{opt}$ are enough to induce the observed change in $I_P/I_M$ with 980 nm; while if we perform the same simulation for the 658 nm measurement, no shift is induced.
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in the histogram. This $V_{opt}$ value corresponds to an average electric field enhancement factor of 23 with an initial electrode separation of 8 Å and an incident electric field of $7.5 \times 10^5$ V/m which corresponds to a 150 kW/cm$^2$ light intensity. This electric field enhancement factor is in very good agreement with values obtained from tip enhanced Raman spectroscopy [193] and field emission measurements. [194]–[196]

5.5 Conclusion

In conclusion, we investigated the possibility of controlling charge transport through single-molecule junctions using light. To this end, we first studied the mechanism for photocurrent generation in single-molecule junctions, tunnel junctions and gold point-contacts. We find that laser induced thermal expansion that results from a modulation of the light intensity, necessary for lock-in type measurements, is responsible for a large fraction of the photocurrents measured. Next, we developed a method that distinguishes between the thermal expansion induced photocurrents and the optical currents. By using this method, we provided evidence for optical currents in single-molecule junctions formed by BP. The photovoltage responsible for the observed optical currents is estimated to be 14 mV. This corresponds to a plasmonic electric field enhancement factor around 20 which is in very good agreement with values obtained from tip enhanced Raman spectroscopy and field emission measurements.
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5.6 Supporting Information

5.6.1 Hot Electron Transport

The effect of light absorption in the electrodes is the smearing of the equilibrium electron Fermi distribution and the creation of a hot electron population above the Fermi level. [27]

We do not expect any differential electronic heating across the junction as the gold absorbance and the local electromagnetic field strength determine the electronic heating, therefore we do not expect any thermoelectric current in the studied systems.

A hot electron population near the photon energy relative to the Fermi level leads to photocurrents due to an enhanced transmission probability. One important property of the relaxation mechanism for the electrons in Au is that the relaxation rate for the electrons increases quadratically with the increasing energy relative to the Fermi level. [27], [30] As a consequence, at the steady state (> 1 ps), hot electrons exist close to the Fermi level [27] as high energy electrons rapidly thermalize with the electron bath. Thus, we do not expect a significant hot electron current due to transmission near the resonance.

Here we point that an electron that absorbs a photon during the transport or before the transport in the electrodes has the same tunneling probability. The difference between these two processes is that; in the former, the relaxation of the hot electron occurs only after the transmission and any electric field enhancement in the junction leads to a larger photon absorption probability. Hence, we expect the former process to be the dominant one in our systems.

5.6.2 Experimental Set-up

A block diagram of the home-build scanning tunneling microscope-based break-junction set-up with optical imaging capability is shown in Figure 5.5. A voltage is applied to the
juncion using a digital to analog converter (NI PXI-4461), while the current through the junction is converted to voltage using a transimpedance amplifier (Femto DLPCA-200). The voltage output of the transimpedance amplifier and the voltage across the junction are recorded at a sampling rate of 100 kS/s using A/D inputs on the NI PXI-4461. The piezoactuator used for controlling the electrode separation is driven with the second analog voltage output of NI PXI-4461.

The optical microscope consists of an infinity corrected objective lens (Mitutoyo NIR × 50 with a numerical aperture of 0.42), a beam splitter, a CCD camera, a laser diode and a laser diode driver (Keithley 6221). The objective lens makes an angle of 40° with the normal of the substrate surface. The CCD camera is used to align the laser spot on the junction. Light is polarized vertically in all experiments. The laser diode is placed inside.

![Block diagram of measurement set-up.](image)
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a Faraday cage in order to avoid any electronic coupling to the circuit, while the entire setup is placed inside another Faraday cage to shield from any environmental noise.

5.6.3 Wavelength Dependence of Photocurrent in Gold Point-Contacts and Tunnel Junctions

Figure 5.6: Two-dimensional histograms of the photocurrent against the mechanical current in gold point-contacts (A) and tunnel junctions (B) under 405 nm light with 20 kW/cm² peak intensity; and in gold point-contacts (C) and tunnel junctions (D) under 980 nm light with 250 kW/cm² peak intensity.
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We repeat the photocurrent measurements in gold point-contacts and tunnel junctions under 405 nm light with 20 kW/cm$^2$ peak intensity and 980 nm light with 250 kW/cm$^2$ peak intensity, respectively. Similar to 658 nm, the mechanical modulation imitates the light effect at these wavelengths (see Figure 5.6).

5.6.4 Dependence of the Ratio between Photocurrent and Mechanical Current on Junction Conductance

In Figure 5.7, we show a two-dimensional histogram of the ratio between the photocurrent ($I_P$) and the mechanical current ($I_M$) against the junction conductance for 6000 BP single-molecule junctions for the data set presented in the manuscript. We see that this ratio is not correlated with the junction conductance, which lets us probe the optical currents in the measured photocurrent by pushing the electrodes closer.
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Figure 5.7: A two-dimensional histogram of junction conductance against \( I_P/I_M \) under 980 nm light for BP single-molecule junctions

5.6.5 Effect of Reduction in Coupling on Optical Current

The ratio \( R \) between the photocurrent \( I_P \) and the mechanical current \( I_M \) can be written as \( (I_T + I_O)/I_M \), where \( I_T \) is the thermal expansion current and \( I_O \) is the optical current. \( I_T \) and \( I_M \) are linear with the DC current to the first order as they primarily appear at the light intensity modulation frequency and the tip displacement modulation frequency, respectively. Thus,

\[
R = \frac{\alpha_T I_{DC} + I_O}{\alpha_M I_{DC}} \tag{5.5}
\]

where \( \alpha_T \) and \( \alpha_M \) are the proportionality constants for the thermal expansion current and the mechanical current respectively and \( I_{DC} \) is the DC current through the junction.
Eq. 5.5 can be written as

\[ R = \beta + \frac{I_O}{\alpha_M I_{DC}} \]  

(5.6)

where \( \beta \) is \( \alpha_T / \alpha_M \).

The most important effect of a reduction in the electrode separation is a reduction in \( V_{opt} \) and \( I_O \). However, the second important effect is an increase in the molecular orbital coupling (\( \Gamma \)) which increases both \( I_O \) and \( I_{DC} \) through an increased \( \Gamma \) (see Figure 5.8).

\[ \text{Figure 5.8: The estimated } E_{\text{level}} \text{ and } \Gamma \text{ before (dark blue) and after (light blue) pushing the electrodes by 4 Å in BP single-molecule junctions under 980 nm light for the data set presented in the manuscript.} \]

To see how \( I_O/I_{DC} \) changes upon increasing \( \Gamma \), we take a representative BP junction with a single Lorentzian transmission function and calculate \( I_O/I_{DC} \) as a function of \( \Gamma \) under a 0.5 V DC bias voltage with a photon energy of 1.27 eV, a \( V_{opt} \) of 14 mV and an \( E_{\text{level}} \) of 1.0 eV. We keep \( E_{\text{level}} \) the same as it increases negligibly upon pushing (\( \sim 40 \) mV on average). As shown in Figure 5.9, \( I_O/I_{DC} \) decreases monotonically as \( \Gamma \) increases.
from 10 meV to 250 meV. Therefore, decreasing the electrode separation decreases $I_P/I_M$ through a decrease in $V_{opt}$ and an increase in $\Gamma$.

Figure 5.9: $I_O/I_{DC}$ as a function of $\Gamma$ for a representative BP junction with a 0.5 V DC bias voltage, a photon energy of 1.27 eV, a photovoltage of 14 mV and an $E_{level}$ of 1.0 eV.
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Conclusion and Outlook

6.1 Conclusion

In this thesis, we studied the effects of the electronic and the mechanical properties of electrodes on charge transport across hybrid interfaces containing organic constituents, and investigated the optical control of charge transport dynamics of a single-molecule junction using electromagnetic radiation. While studying these problems, we noticed that commonly used experimental techniques in the field were inadequate for investigating the rich physics present in these nanoscale systems. Therefore, a substantial portion of the effort was devoted to developing robust experimental techniques, capable of inferring unobservable physical parameters or phenomena in nanoscale junctions.

We first studied charge transport through pyridine-based single-molecule junctions formed with Ag and Au electrodes. We presented a new experimental technique that determines the level alignment and the molecular orbital coupling strength in single-molecule junctions. Unlike measurements of conductance and thermopower that allow one to obtain these transport parameters, our method can be employed not only in an STM-BJ set-up, but also in a mechanically controlled break-junction or an electromigrated break-
CHAPTER 6. CONCLUSION AND OUTLOOK

junction set-up. Using this technique, we showed that pyridine-linked molecules couple poorly to Ag electrodes when compared to Au electrodes. Using density functional theory calculations, we found that this is due to an enhanced density of d-states near the Fermi level as a consequence of relativistic effects.

We then investigated the interfacial charge transport from 4,4'-bipyridine to metallic (Au), semimetallic (expitaxial graphene), and semiconductor (graphene nanoribbon) surfaces using X-ray photoemission-based spectroscopy techniques. We found that the charge transfer time increases with the decreasing metallic character in these systems. We attributed this trend to a reduction in the electronic coupling between the molecule and the surface due to a reduction in the density of electronic states as the metallic character of the substrate decreases. Furthermore, we provided evidence for ultrafast electron phase decoherence via an interaction with the substrate in these systems.

We further demonstrated that flicker noise in single-molecule junctions is a result of the switching of gold atoms between metastable sites in the electrodes. This switching is due to the thermal energy, which continuously changes the electronic coupling of the molecule to the electrodes. We further showed that flicker noise can be used to distinguish between through-space and through-bond charge transfer at metal-organic interfaces. Moreover, this work shows that flicker noise in single-molecule junctions can be suppressed by decreasing the junction temperature.

Finally, we investigated the possibility of controlling the charge transport through single-molecule junctions using electromagnetic radiation. To this end, we performed photocurrent measurements on single-molecule junctions, tunnel junctions and gold point-contacts. We first demonstrated that in lock-in type measurements, photocurrents arise from laser induced thermal expansion of the electrodes. By using a new experimental technique that differentiates between the thermal expansion currents and the optical cur-
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rents; we further showed that electron-photon interaction during charge transport gives rise to optical currents in single-molecule junctions. This is achieved by creating enhanced local electric fields near the junction by exploiting the plasmonic properties of the gold electrodes. The plasmonic electric field enhancement factor in our experiments is estimated to be around 20; this is good agreement with the values inferred from tip enhanced Raman spectroscopy measurements and field emission measurements.

6.2 Outlook

In this thesis, we gained a substantial understanding of the interplay between the transport characteristics and the electrode properties of organic devices. However, there are still many fundamental questions that need to be answered in order to have a complete picture of quantum transport at nanoscale. For example, we do not know the exact role of local physical phenomena such as screening, bond formation, charge donation and the Stark effect in determining the level alignment at interfaces. We know that the interaction between these phenomena and level alignment is very subtle and understanding the interplay between these and other effects would be very valuable for researchers aiming to achieve functional organic electronic devices.

Recently, researchers demonstrated that single-molecule junctions can be formed with carbon-based electrodes. [41] The noise characteristics of these systems are totally unknown and we suspect that single-molecules junctions formed with carbon-based electrodes would exhibit better noise characteristics; this would make them better candidates for commercial device components. Therefore extending the study of noise in single-molecule junctions to carbon-based electrodes would be interesting.

Finally, we provided evidence for optical currents through single-molecule junctions due to electron-photon interaction. The observed currents are very small for using these
kind of devices in practical optical applications. However, we expect that using semiconductor electrodes, large hot electron currents could be driven through single-molecule junctions due to slow exciton recombination in semiconductors; this would open up the possibility of using organic materials as electrodes for harvesting hot electrons in solar cells.

6.3 Complete List of Work

1. O. Adak, D. Scarabelli, and L. Venkataraman, “Evidence for optically induced charge transfer through single-molecule junctions,” In preparation
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